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Abstract:

Although soil processes affect the timing and amount of streamflow generated from snowmelt, they are often overlooked in
estimations of snowmelt-generated streamflow in the western USA. The use of a soil water balance modelling approach to
incorporate the effects of soil processes, in particular soil water storage, on the timing and amount of snowmelt generated
streamflow, was investigated. The study was conducted in the Reynolds Mountain East (RME) watershed, a 38 ha, snowmelt-
dominated watershed in southwest Idaho. Snowmelt or rainfall inputs to the soil were determined using a well established snow
accumulation and melt model (Isnobal ). The soil water balance model was first evaluated at a point scale, using periodic soil
water content measurements made over two years at 14 sites. In general, the simulated soil water profiles were in agreement
with measurements (P < 0Ð05) as further indicated by high R2 values (mostly >0Ð85), y-intercept values near 0, slopes near 1
and low average differences between measured and modelled values. In addition, observed soil water dynamics were generally
consistent with critical model assumptions. Spatially distributed simulations over the watershed for the same two years indicate
that streamflow initiation and cessation are closely linked to the overall watershed soil water storage capacity, which acts as
a threshold. When soil water storage was below the threshold, streamflow was insensitive to snowmelt inputs, but once the
threshold was crossed, the streamflow response was very rapid. At these times there was a relatively high degree of spatial
continuity of satiated soils within the watershed. Incorporation of soil water storage effects may improve estimation of the
timing and amount of streamflow generated from mountainous watersheds dominated by snowmelt. Copyright  2008 John
Wiley & Sons, Ltd.
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INTRODUCTION

Streamflow generated from snowmelt in mountain river
basins is the primary source of water for more than
60 million people in the western USA (Bales et al.,
2006). As population-driven demands on water resources
mount, and climatic trends persist (Barnett et al., 2008),
it becomes increasingly critical that improved methods
are developed for describing and predicting snowmelt-
generated streamflow. One approach to accomplishing
this improvement may involve a more explicit consid-
eration of soil processes. While the critical role of soil in
modifying and modulating streamflow generation during
rainfall events has been exhaustively documented with
field research (Bazemore et al., 1994; Anderson et al.,
1997; Wilcox et al., 1997; Collins et al., 2000), analo-
gous research during snowmelt is relatively rare. This
is partly due to the large measurement and modelling
demands associated with snowmelt inputs, partly due to
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the added challenge of conducting field research in win-
ter, and partly due to fact that the basic processes of
water retention and transmission through soils are the
same whether the inputs are from rainfall or snowmelt.
The result is that snowmelt–runoff models are either
poorly supported with field data, or ignore soil processes
entirely. However, conditions that are often associated
with snowmelt are sufficiently different from rainfall to
warrant specific attention.

One such condition is very high local spatial variability
of snowmelt inputs to the soil (Winstral and Marks, 2002;
Williams et al., in review). Topographic and vegetative
features on the scale of tens of metres may cause large
differences in the amount of snow accumulation, and
hence the timing and amount of water input to the soil, in
a manner very different from that in rainfall-dominated
watersheds. For example, in snowmelt- dominated water-
sheds, the wettest soils may be found at or near the
topographic high point in the watershed due to snow
distribution (Seyfried and Wilcox, 1995; Flerchinger and
Cooley, 2000), as opposed to topographic lows as is gen-
erally assumed in rainfall-dominated watersheds. In addi-
tion, snowmelt is strongly affected by solar exposure, and
can therefore vary considerably over small distances in
response to variations in topography or vegetative cover.

Copyright  2008 John Wiley & Sons, Ltd.
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Another condition differentiating snowmelt from rain-
fall is that melt water tends to enter wet soil with
relatively high local groundwater conditions because
snowmelt may be regarded, in some respects, as a single,
protracted event. Snowmelt releases months of accumu-
lated precipitation in a relatively short time. The rate of
soil water input varies considerably during the snowmelt
‘event’, but because it occurs when evaporative demand
is low, water loss from the soil is due primarily to
drainage, and conditions remain very wet. Warm dry
weather, which normally results in soil drying, accel-
erates snowmelt, resulting in even wetter conditions. In
addition, basic energy balance constraints control the melt
rate such that, while daily snowmelt water inputs may be
quite high, melt water flux to soil is generally much less
than the instantaneous precipitation fluxes associated with
infiltration excess overland flow generation (e.g. during
thunderstorms). Thus, input water tends to infiltrate into
the soil and groundwater. Note that in this study we do
not consider frozen soil effects on runoff because they are
generally minimal under deep snow cover and forested
ecosystems that are primarily responsible for water sup-
ply (Lindstrom et al., 2002; Whitaker and Sugiyama,
2005; Zhang, 2005; James and Roulet, 2007; Iwata et al.,
2008).

This condition of high watershed ‘wetness’ during
snowmelt inputs is critical in light of recent research
demonstrating that watersheds often require specific,
threshold levels of input (rainfall or snowmelt) to gener-
ate streamflow (Western et al., 2003; Buttle et al., 2004;
Laudon et al., 2004; Tromp-van Meerveld and McDon-
nell, 2006). Once the threshold is exceeded, subsequent
inputs translate very rapidly into streamflow. One expla-
nation for this is that the threshold amount of input
causes the watershed to become laterally ‘connected’, for
example by a laterally continuous aquifer, and therefore
capable of rapid transport of water from throughout the
watershed to the channel (Western et al., 2003; Tromp-
van Meerveld and McDonnell, 2006). This kind of very
rapid streamflow response has been documented specif-
ically for snowmelt (Flerchinger et al., 1992). Where
operative, this has two important implications. First,
once the streamflow generation input threshold has been
exceeded, snowmelt dynamics and streamflow dynamics
will be very tightly linked. Second, some of the year-to-
year variations in streamflow generation from snowmelt
will be linked to the amount of pre-snowmelt water input
relative to the threshold.

It is clear in the previously cited research and other
detailed field studies (Peters et al., 2003) that the thresh-
old amount of input water is probably closely related
to soil water status. This is consistent with a long his-
tory of rainfall–runoff studies linking streamflow initia-
tion during rainfall to a soil water ‘abstraction’ amount
(see Steenhuis et al., 1995 and Schneiderman et al., 2007
for recent examples). We have demonstrated a strong
link between soil water content and streamflow dynamics
during snowmelt in watersheds of contrasting geologies
(granite and basalt) in south-west Idaho (Grant et al.,

2004; McNamara et al., 2005). Similar observations by
the Natural Resources Conservation Service, the agency
responsible for snowmelt forecasting in much of the
USA, have prompted the installation of soil water instru-
mentation at snow monitoring sites. In these cases, the
link between soil water and streamflow is based on
necessarily limited numbers of observations. In order
to progress beyond these observations and use the soil
water–snowmelt linkage to improve water management,
a soil water model that can be extended beyond exper-
imental watersheds is needed. Relatively simple, func-
tional soil water balance models may be sufficient for the
purpose. In this work we explore the use of this modelling
approach in a snowmelt-driven watershed.

The conceptual basis for this approach is a one-
dimensional, point-scale soil profile. Given the relative
lack of model testing in a snowmelt environment, it
is important to evaluate the use of a point-scale soil
water balance model in that setting. A first objective
was to determine if this modelling approach could
effectively describe soil water dynamics in a snowmelt
environment. This was done using field-measured soil
water contents collected at multiple sites over two
years. If this approach is to be useful for estimating
streamflow generation thresholds, it must be applied to
spatial domains, most effectively, watersheds. A second
objective, was to spatially distribute the one-dimensional
model across a watershed and determine how watershed-
scale soil water is related to streamflow generation
thresholds. Model-estimated soil storage was compared
with measured streamflow generation in an instrumented
watershed for this purpose.

METHODS

Field conditions

Site description. The study was conducted in the
Reynolds Mountain East watershed (RME), located in
the headwaters at the southern edge of the Reynolds
Creek Experimental Watershed (RCEW) in south-west
Idaho (Figure 1). The RCEW was established in 1960
by the Agricultural Research Service, US Department
of Agriculture, and is located 80 km south-west of
Boise, Idaho. Reynolds Creek is a perennial stream
with a watershed area of 239 km2, flowing north to the
Snake River (Seyfried et al., 2001b). A comprehensive
description of the RCEW and the data collected there
can be found in a series of data reports (Marks, 2001).

The RME watershed encompasses a 0Ð38 km2 portion
of the Reynolds Creek headwater region with elevations
ranging from 2020 m to 2140 m (Figure 1). Long-term
(>30 years) average annual precipitation at RME is
866 mm and is concentrated in the winter months, with
July and August typically very dry (Hanson et al., 2001).
The long-term average annual streamflow, measured at
a weir that defines the watershed, is 523 mm. With
the exception of occasional rain-on-snow events, the
greatest flows are nearly concurrent with springtime
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Figure 1. General map of the RCEW with locations within the RME of neutron probe access tubes, weather stations and the weir

maximum snowmelt, typically occurring in late April
to early May (Pierson et al., 2001). Flow diminishes
during the dry summer months to a very low discharge
(<0Ð00014 m3 s�1) that continues into fall and winter.
The growing season average pan evaporation of 795 mm
(Nayak et al., submitted) is much greater than the water
potentially available for transpiration estimated from the
difference between precipitation and streamflow (about
340 mm).

About 70% of the mean annual precipitation arrives
at RME as snow (Hanson and Johnson, 1993), and
the snowpack that develops is persistent throughout
the winter and spatially continuous except on exposed
ridges. In contrast to rain, which is evenly distributed
across RME, the spatial distribution of snow is strongly
affected by wind patterns, topography and vegetation and
preferentially accumulates in drifts and wind-protected
areas (Winstral and Marks, 2002). Thus, snow drifts,
which cover about 9% of the RME surface, contribute
15–20% of the melt water input, and wind-protected
areas contribute another 25% (Marks et al., 2002).

Soils in the RME were formed on slopes ranging from
nearly level to 40% and have textures ranging from loam
to clay with widely varying coarse fragment contents that
generally increase with depth and proximity to bedrock.
Soil depths range from extremely shallow (rock outcrops
in places) to greater than 3 m. Parent material consists of
shallow surficial loess deposits over basalt and latite.

Vegetation at the RME is dominated by moun-
tain big sagebrush (Artemesia tridentata vaseyana),
either in dense stands with snowberry (Symphoricarpos
oreophilus) or sparse stands without snowberry. Rocky
ridges have little or no vegetation surrounded by a sparse
coverage of low sagebrush (Artemesia arbuscula) with
mixed grasses and forbs. Dry meadows are dominated
by grasses and forbs. Groves of quaking aspen (Popu-
lus tremuloides) are found either under or immediately
downslope of snow drifts in upland areas, or associated
with willows in riparian areas. There are also small areas

of conifers, dominated by Douglas fir (Pseudotsuga men-
ziesii ) in protected, non-drift areas.

Meteorological streamflow data. The basic meteoro-
logical data, including solar radiation, incoming thermal
radiation, air temperature, vapour pressure, wind speed,
and soil temperature were measured by standard meth-
ods (Hanson et al., 2001) at two sites in RME (Figure 1).
Wind-corrected precipitation was measured with a dual
gauge, weighing bucket system at both sites as described
by Hanson (2001). Streamflow was measured at a V notch
weir as described in Pierson et al. (2001).

Soil water content. Soil water content (�) data were
collected by neutron probe for water years 2001 and
2003 (the period from 1 October to 30 September is con-
ventionally defined as a water year in snowmelt-driven
watersheds). Details of data collection and instrument cal-
ibration are described in Seyfried et al. (2001c) and Grant
et al. (2004). Data were collected at 12 locations in the
RME sub-basin during water year 2001 (WY2001). We
expanded the measurement site network to 13 access tube
sites in WY2003, 11 of which coincided with sites from
WY2001. Tube locations are distributed throughout the
catchment or immediately adjacent to it (Figure 1) and
are intended to represent different landscape character-
istics of soil, topography and vegetation (Table I). Two
landscape types not represented are areas of little or no
soil cover, due to the difficulty of inserting access tubes in
rock, and areas under deep (>2 m) snow drifts, because
the required extension tubes tend to be sheared by lateral,
internal snow movement. The access tubes vary in depth
from 55 cm to 330 cm, according to soil thickness. Many
of the tubes were drilled into place and it was believed
that they were installed in bedrock. Measurements were
made at depths of 15 cm, 30 cm, and then at intervals of
30 cm, providing continuous � information through the
root zone to bedrock. Snow depth was also measured at
each access tube site.

The neutron moderation method has a long history
(Gardner and Kirkham, 1952) and the strengths and
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Table I. Characteristics of neutron access tubes used in this analysis

Tube label Elevation (m) Tube depth (cm) Clay content (%) Coarse frag. content (%) Vegetation type

095 2060 285 28 59 MS
096 2045 185 25 37 MSS
005 2069 358 20 57 C
006 2060 127 45 5 AW
007 2073 72 33 13 MS
017 2075 195 33 31 MSS
019 2103 135 31 31 LS
025 2099 100 17 40 MS
104 2069 88 20 60 MSS
127 2084 175 31 31 MSS
128 2118 81 30 15 MSS
ETN 2092 112 24 40 MS
ETS 2087 127 24 40 MS
627 2085 157 35 30 MSS

Vegetation types are: mountain sagebrush (MS), mountain sagebrush/snowberry (MSS), conifer (C), Aspen/willow riparian (AW) and low sagebrush
(LS).

weaknesses are well documented (Hignett and Evett,
2002). Some advantages of the method are: (i) the mea-
surement volume is almost two orders of magnitude
greater than most electronic methods (a sphere approxi-
mately 15 cm in radius); (ii) site installation creates very
little disturbance; (iii) addition of sites is relatively inex-
pensive; and (iv) the data are unaffected by soil freezing
or temperature fluctuations in general. These assets make
the method ideally suited to making extensive measure-
ments of soil water storage. On the other hand, data are
necessarily widely spaced ‘snapshots’ because the site
must be visited to obtain data.

Simulation

Snowcover energy and mass balance. Most of the water
entering the soil at RME is from snowmelt and cannot
be measured directly as precipitation, but must be calcu-
lated from simulations of snow accumulation and melt.
In this study, the Isnobal snow energy and mass bal-
ance model (Marks et al., 1999a), coupled with a wind
field and snow redistribution model (Winstral and Marks,
2002), was used to simulate hourly snowcover develop-
ment and melt for WY 2001 and WY 2003. Co-registered,
10 ð 10 m grid digital elevation model and vegetation
coverage maps were used as the basis for model simula-
tions. Isnobal generates hourly output images of energy
fluxes, mass fluxes and snow conditions. Marks et al.
(1999b) presented a detailed description of the equations
solved and a discussion of the structure of the model.
One such output, the surface water input (SWI), which
includes meltwater, rainwater that passes through the
snowcover, and rain falling directly on the soil surface,
was used as water input to the soil. The distributed
meteorological variables required to drive the model are
generated using data collected at the two meteorological
stations at RME (Figure 1). The Isnobal model has been
tested extensively at RME where it has been shown to
predict accurately patterns of snow water equivalent and
snow covered area, including wind scour and deposition

(drifting) when coupled to a wind-field and snow redis-
tribution model (Marks et al., 2002; Winstral and Marks,
2002; Winstral et al., 2008).

Soil water balance. Soil water content (�) was sim-
ulated using a capacitance parameter based, functional
soil water balance model (Addiscott, 1993). The resul-
tant fluxes were calculated from � differences. The model
is described in detail in Seyfried (2003). Briefly, the
soil is conceived as being composed of multiple layers,
each with specified � values that correspond to the plant
extraction limit (�PEL), field capacity (�FC) and saturation
(�SAT). Note that �PEL is analogous to permanent wilting
point but, since most of the native vegetation does not
wilt and the traditional 1Ð5 MPa soil water suction almost
certainly does not apply (Pockman and Sperry, 2000),
we use �PEL terminology. All water is assumed to flow
vertically downward within the root zone, sequentially
satiating each layer and draining to the next layer when
� is greater than �FC. Drainage proceeds as an expo-
nential function of time as described by Hillel (1980).
Throughflow (TF) is defined as the amount of water that
flows out of the root zone. No TF occurs unless the bot-
tom soil layer water content exceeds �FC. Transpiration is
calculated using the Priestly–Taylor (1972) equation for
potential evapotranspiration and modified by plant leaf
area index (Rose, 1984; Seyfried, 2003) and by � (Shut-
tleworth, 1993). Root distribution with depth is assumed
to be as described by Jackson et al. (1996). For this appli-
cation, values of �PEL and �FC were estimated from the
neutron probe soil water dataset using moist but stable
values for �FC and seasonal minimum values for �PEL

as suggested by Ratliff et al. (1983) and Ladson et al.
(2006) for accurate determination of those values.

This somewhat empirical approach to soil water mod-
elling is widely used for agronomic crop modelling
(Hanks, 1974; Ritchie, 1981) as well as various hydrology
models (Evans et al., 1999). In the context of snowmelt
modelling, it has the advantages that: (i) the linearity of
functional soil parameters (e.g. �PEL and �FC) facilitates
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transfer across scales; (ii) functional soil parameters are
inherently less variable in space and can be estimated
with greater accuracy from soil texture information than
parameters such as hydraulic conductivity or the soil
moisture characteristic; and (iii), the computational sim-
plicity of functional models allows distributed modelling
at relatively large scales with modest computer resources.

The fundamental disadvantage of the approach is that
it does not calculate flow based on potential gradients that
are known to govern soil matrix flow. This requires that
four critical assumptions apply reasonably well within the
root zone. The first is that there are identifiable values for
�FC and �PEL that approximate a drainage limit and plant
extraction limit. The second, is that all water that lands
on the soil, from rain or snow, moves vertically into the
soil. There is no way of calculating overland flow in
the model. The third assumption is that, water entering
the soil sequentially ‘fills’ each soil layer to the satiation
point, �FC, prior to drainage. This assures that the soil
storage capacity is exceeded before TF and streamflow
generation. The fourth assumption is that there is no net
lateral subsurface supply of water (i.e. net lateral flow
to the channel occurs below the root zone). Additional
model assumptions (e.g. related to transpiration), which
are not critical to water storage and streamflow generation
during snowmelt in this basin, are described elsewhere
(Seyfried, 2003).

Spatial distribution. Given the assumptions discussed
above, watershed soil water storage can be modelled as an
assemblage of independent cells with various combina-
tions of SWI, soil and vegetation properties, provided the
spatial resolution of the cells is sufficient to capture crit-
ical deterministic variability. The 10 m square grid used
appears to be sufficient, at least for snowmelt dynamics
(Marks et al., 2002). Each 10 m cell was parameterized
with one of eight vegetation/soil types which were iden-
tified using a classified image (Figure 2) as described
by Grant (2005). Corresponding soil parameter values
(e.g. �FC) for six of the eight categories were deter-
mined from the point-scale modelling described above
(Table II). Since we have no measured data for bare
ground or soils under snow drifts, a combination of a
detailed soil survey made of RME and soil water data
collected at a similar site with time domain reflectometry
about 3 km from RME in the RCEW, was used.

RESULTS

Profile simulations

Overview. An overview of the results obtained from
the profile simulations is illustrated in Figures 3 and 4,
where the translation of atmospheric inputs to SWI (using
Isnobal ), is linked to the progressive water storage in
the soil profile and fluxes to TF and/or transpiration and
evaporation. Two sites were selected (096 for WY2001
and 127 for WY2003) to provide some idea of the
differences among sites.

Figure 2. Vegetation/soil cover types based on an aerial photograph

The WY2001 results (Figure 3) show that precipitation
inputs were more or less evenly distributed from 1 Octo-
ber to mid-June, after which the typical very dry summer
commenced (Figure 3a). Soil water inputs, however, are
heavily weighted toward two 10 day snowmelt events, in
late March and late April, that define the snowmelt sea-
son at that site (Figure 3b). This exemplifies the temporal
disconnection between precipitation and SWI described
previously.

Simulated soil layers in Figure 3c are centred on the
neutron probe measurement depths to facilitate compari-
son. The simulated transfer of water through the profile
starts with dry soil (assumed to be �PEL on 1 Octo-
ber except the upper 5 cm, which are 0Ð02 m3 m�3 due
to direct soil evaporation). Water content increases with
SWI and water moves downward after �FC for a given
layer is exceeded.

The total water stored in the root zone (S, mm) is illus-
trated in Figure 3d. Storage, from either measurements
(points) or simulation (line) is calculated as

S D
iDnumlayer∑

iD1

�iTi �1�

where T is the soil layer thickness, i is the soil layer
and numlayer is the number of soil layers in a given soil
profile. Note that, for a 150 cm deep profile, storage is
actually calculated to a depth of 165 cm due to the 15 cm
neutron probe measurement radius. This procedure has
been shown to provide accurate measurement of changes
in soil water storage measured with a lysimeter (Seyfried
et al., 2001a).

The profile soil water storage capacity SFC, is anal-
ogous in concept to �FC for a given soil layer and is
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Table II. Soil parameter values used in WY2001 and WY2003 simulations

Soil/Veg Class Layer Depth (cm) �SAT �FC �PEL SFC � SPEL�mm� Area (%)

1 0–5 0Ð170 0Ð100 0Ð030 69 2Ð7
Bare 2 5–22Ð5 0Ð110 0Ð070 0Ð030
Soil 3Ð 22Ð5–45 0Ð060 0Ð040 0Ð020

4 45–75 0Ð380 0Ð200 0Ð020

1 0–5 0Ð498 0Ð299 0Ð100 200 8Ð6
Mountain 2 5–22Ð5 0Ð498 0Ð299 0Ð100
Sagebrush/ 3 22Ð5–45 0Ð491 0Ð305 0Ð119
Snowberry 4 45–75 0Ð436 0Ð291 0Ð147

5 75–105 0Ð448 0Ð323 0Ð197
6 105–135 0Ð400 0Ð292 0Ð183
7 135–165 0Ð387 0Ð288 0Ð190

1 0–5 0Ð435 0Ð270 0Ð105 131 10Ð74
Grass/ 2 5–22Ð5 0Ð435 0Ð270 0Ð105
Forbs 3 22Ð5–45 0Ð560 0Ð375 0Ð190

4 45–75 0Ð540 0Ð365 0Ð190

1 0–5 0Ð493 0Ð277 0Ð060 253 1
2 5–22Ð5 0Ð493 0Ð277 0Ð060
3 22Ð5–45 0Ð352 0Ð217 0Ð081

Upland 4 45–75 0Ð327 0Ð212 0Ð097
Aspen 5 75–105 0Ð314 0Ð207 0Ð099

6 105–135 0Ð283 0Ð188 0Ð092
7 135–165 0Ð303 0Ð205 0Ð107
8 165–195 0Ð232 0Ð155 0Ð078
9 195–225 0Ð246 0Ð160 0Ð074

1 0–5 0Ð490 0Ð320 0Ð150 96 30Ð9
Low 2 5–22Ð5 0Ð490 0Ð320 0Ð150
Sagebrush 3 22Ð5–45 0Ð470 0Ð320 0Ð170

4 45–75 0Ð280 0Ð200 0Ð120

1 0–5 0Ð400 0Ð295 0Ð075 302 8Ð7
Riparian 2 5–22Ð5 0Ð400 0Ð295 0Ð095

3 22Ð5–45 0Ð400 0Ð310 0Ð140
4 45–75 0Ð550 0Ð475 0Ð260
5 75–105 0Ð470 0Ð400 0Ð250
6 105–135 0Ð480 0Ð440 0Ð300

1 0–5 0Ð434 0Ð020 0Ð267 162 35Ð2
2 5–22Ð5 0Ð434 0Ð020 0Ð267

Mountain 3 22Ð5–45 0Ð399 0Ð103 0Ð251
Sagebrush 4 45–75 0Ð338 0Ð118 0Ð228

5 75–105 0Ð392 0Ð138 0Ð265
6 105–135 0Ð323 0Ð187 0Ð255

1 0–5 0Ð493 0Ð277 0Ð060 253 2Ð3
2 5–22Ð5 0Ð493 0Ð277 0Ð060
3 22Ð5–45 0Ð352 0Ð217 0Ð081

Conifer 4 45–75 0Ð327 0Ð212 0Ð097
5 75–105 0Ð314 0Ð207 0Ð099
6 105–135 0Ð283 0Ð188 0Ð092
7 135–165 0Ð303 0Ð205 0Ð107
8 165–195 0Ð232 0Ð155 0Ð078
9 195–225 0Ð246 0Ð160 0Ð074

represented, at tube 096, by the horizontal bar at 475 mm
and is calculated as

SFC D
iDnumlayer∑

iD1

�FCiTi. �2�

To continue the field capacity analogy, TF occurs only
when S > SFC. Although there are unusual circumstances
where this is not strictly the case, it’s reasonable to regard
SFC as the TF threshold.

Profile S data (points) and simulation (line) values in
Figure 3d are in close agreement over the year, indicating
good simulation of the overall profile water balance.
After starting under very dry conditions (S D 263 mm),
the threshold SFC value was exceeded when the first
major snowmelt event in late March satiated the profile
and generated TF. Subsequent SWI, which occurred with
S ½ SFC, resulted in three somewhat distinct TF events.
The first two were in response to snowmelt, the third
due to the relatively large rainfall in mid-May. After that
rainfall, the snow cover was gone, there was a rapid
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Figure 3. Profile soil water dynamics at site 096 for WY2001. (A)
Precipitation partitioned between rain and snow, measured at the gauge
near the centre of the watershed (Figure 1). (B) Isnobal calculated SWI.
(C) Simulated (continuous line) and measured (symbol) �. (D) Simulated
(line) and measured (symbol) profile water storage, profile storage

capacity (horizontal line) and throughflow (horizontal line)

spring ‘green up’, and evapotranspiration rapidly dried
the soil. Subsequent rainfall did not generate TF because
it had little effect on S, with only the surface layers
affected.

The weather in WY2003 was substantially different
from WY2001 resulting in different �, S and TF dynam-
ics (Figure 4). At the end of January 2003 there was a
moderately large winter rainfall (Figure 4a) that, com-
bined with snowmelt, resulted in a much larger SWI
event (Figure 4b). The input was sufficiently large that
all soil layers to a depth of 150 cm were satiated
(Figure 4c), resulting in TF generation (Figure 4d). This
coincided closely with S exceeding SFC (440 mm). Stor-
age remained greater than or equal to SFC for about
3 1

2 months, during which time small SWI events were
rapidly translated into TF. As in 2001, the soil rapidly
dried after a last mid-May rainfall, and subsequent rains
had little impact on S or TF generation.

Figure 4. Profile soil water dynamics at site 127 for WY2003. (A)
Precipitation partitioned between rain and snow, measured at the gauge
near the centre of the watershed (Figure 1). (B) Isnobal calculated SWI.
(C) Simulated (continuous line) and measured (symbol) �. (D) Simulated
(line) and measured (symbol) profile water storage, profile storage

capacity (horizontal line) and throughflow (horizontal line)

Statistics. Figures 3 and 4 present two ‘typical’ profile-
years of simulation and data comparison. We analysed a
total of 26 profile-years using linear regression statistics
(simulated versus measured S or �) and the absolute
value of the average difference between the measured
and simulated value (AD). These data are presented for
each � measurement depth as well as the calculated S for
readings to 60, 90 and 120 cm in Table III.

The number of readings is about the same for both
years and declines with depth due to the dominant
relatively shallow soils. There is little trend in the �
accuracy either between the two years or with depth.
Average difference values were between 0Ð015 m3 m�3

and 0Ð003 m3 m�3 for all the depths in both years. R2

values for � were reasonably high, generally between
0Ð85 and 0Ð95 with the notable exceptions of the 150,
180 and 210 cm data in WY2001. One of the major
differences between the two years at those depths is a
relatively narrow range of values in WY2001. Excepting
the 150, 180 and 210 cm data in WY2001, slopes were
close to 1 and y-intercept values were close to 0,
indicating a lack of bias (Mulla and Addiscott, 1999).
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Table III. Average difference between simulated and measured � and S, linear regression statistics, and the number of samples for
WY2001 and WY2003

Depth cm WY 2001 WY 2003

AD R2 y int slope N AD R2 y int slope N

15 0Ð023 0Ð875 0Ð026 0Ð982 159 0Ð031 0Ð8 0Ð024 0Ð945 166
30 0Ð020 0Ð851 0Ð024 0Ð89 159 0Ð023 0Ð844 0Ð008 0Ð926 166
60 0Ð016 0Ð893 �0Ð008 1Ð051 159 0Ð027 0Ð862 0Ð008 0Ð956 166

� m3 m�3 90 0Ð014 0Ð905 0Ð003 0Ð986 131 0Ð017 0Ð922 0Ð012 0Ð957 128
120 0Ð021 0Ð832 0Ð016 0Ð957 101 0Ð015 0Ð944 0Ð004 0Ð979 102
150 0Ð024 0Ð622 0Ð083 0Ð584 53 0Ð016 0Ð893 0Ð011 1Ð02 63
180 0Ð029 0Ð522 �0Ð027 1Ð483 26 0Ð023 0Ð845 0Ð034 1Ð03 26
210 0Ð027 0Ð425 �0Ð006 1Ð333 26 0Ð024 0Ð855 0Ð03 1Ð091 26

60 1Ð077 0Ð94 �0Ð018 1Ð045 159 1Ð385 0Ð901 0Ð649 0Ð963 162
S cm 90 1Ð141 0Ð949 0Ð089 1Ð03 131 1Ð616 0Ð918 0Ð886 0Ð973 128

120 1Ð406 0Ð952 0Ð402 1Ð023 101 2Ð044 0Ð927 1Ð26 0Ð967 102

The AD values for S increased slightly (3 to 6 mm)
with profile thickness both years, but when consid-
ered relative to the increase in total storage, agreement
improved slightly with depth. Regression statistics for
both years showed little trend with profile thickness
and slopes are near 1, constants near 0 and R2 values
above 0Ð9. Almost all S statistics were slightly better in
WY2001 than in WY2003. In general, the S statistics
were somewhat better than the � statistics when consid-
ered relative to the range of values encountered. This is
a reflection of the fact that estimation of � at a partic-
ular layer is a more rigorous test than S for the profile.
For example, if a wetting front progressed 45 cm into the
soil, but the model calculated a wetting depth of 60 cm,
a large error in � will result, but the S calculation under
that scenario may be quite accurate. The accuracy of S
simulation is more critical for the overall water balance
objective because that is what affects TF and, ultimately,
streamflow.

The good general agreement between modelled and
measured values at least partly stems from the fact that
critical parameter values (�FC and �PEL) were derived
from the same data the model was evaluated with (Ratliff
et al., 1983; Western and Grayson, 2000). The issue of
parameterization is critical for the practical application of
this modelling approach. We do not address that issue in
this paper, but rather we take the good agreement between
measured and simulated values to indicate that, the point-
scale model provides an accurate accounting of soil water
balance and therefore is a good means of evaluating
S as a parameter related to streamflow generation. It
is understood that if the basic assumptions behind the
model are not appropriate for the conditions, or that the
parameter values used are not reasonable, then the good
agreement carries no such implication.

Assumptions. Here we examine the data and field
observations to determine if they are consistent with
the four assumptions critical to this model application
listed in a previous section. The first assumption is
that two constants can be identified that correspond
to drainage cessation (�FC) and transpiration cessation

(�PEL) such that the difference �FC � �PEL defines the
available or dynamic soil water. The use of �FC as a soil
constant describing soil water movement is somewhat
controversial, partly due to the way it has been misapplied
in the past (see Hillel, 1980 for discussion). We found that
soil water dynamics were invariably consistent with the
existence of �FC in the sense that winter time � values
maintained consistent, similar high values. However,
careful examination indicates that the ‘effective’ �FC was
often lower during infiltration than during drainage. For
example, the 30 cm � at the ETS site was effectively at
field capacity in early November of 2000 because � at
60 cm, the next layer, increased (Figure 5). This would
indicate that �FC is about 0Ð20 m3 m�3. However, during
the drainage events in spring it would appear to be more
like 0Ð24 m3 m�3. We believe that this does not invalidate
the approach, but it clearly introduces some error in the
estimation of S.

The primary evidence for the validity of �PEL is that
each year the � at all depths is quite stable during the
very high evaporative demand, low precipitation months
of August and September and tends to return to the same
value each year. This is evident in all the data presented,
except that the surface layers were usually wetted by

Figure 5. Measured and simulated soil water content at the ETS site
for WY2001. The effective field capacity appears to be greater dur-
ing drainage (about 0Ð20 m3 m�3), than during infiltration (about

0Ð24 m3 m�3)
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fall precipitation prior to the first measurement. The
same, drought-tolerant vegetation remains as a constant
during the study. With the exception of one site, which
is discussed in detail shortly (006), all of the root zone
parameter values used are within the range of values
established for �FC and �PEL given high coarse fragment
contents (Or and Wraith, 2002; Saxton and Rawls, 2006).

There are three lines of evidence that support the
second critical assumption—that there is no overland
flow. First, we have not observed overland flow despite
considerable field time at the site. Admittedly, overland
flow may take place under the snow cover and go
undetected, but it has not been noted when the cover
is patchy (a common condition). Second, the sediment
load at the weir is very low. And third, the water
balance generally agrees closely. That is, the water that
Isnobal calculates as melt water, agrees closely with that
measured with the neutron probe as a change in S. This
is the case even though there are substantial differences
in the quantity of input water across the watershed.

The third assumption, concerning the orderly progres-
sion of infiltration and wetting of the soil profile to �FC,
is critical because it is the basis for estimating when the
soil profile is ‘satiated’. This kind of ‘orderly’ progres-
sion has been well documented for infiltration into dry
soil similar to that experienced at Reynolds Mountain
each summer (Wierenga et al., 1991). Consistent with
this, we observed in all profiles for both years, a progres-
sive wetting of the soil from the top to the bottom. The
temporal separation of measurements is admittedly large,
so that the wetting front progression was not always well
documented. We note, however, that the progression is
well documented very deep in the profile. At site 005,
for example, a sequential wetting is evident to a depth
of 300 cm (Figure 6). Hourly data collected at similar
sites invariably show a vertical progression of wetting
(McNamara et al., 2005).

Note that this assumption does not exclude macropore
flow or bypassing. The only condition is that such flow
occurs only when � > �FC. In fact, it is likely that
macropore flow occurs often during the snowmelt season.
Note that simulated drainage from the soil profile often

Figure 6. Measured and simulated soil water content for five depths at
site 005, WY2001, the deepest tube monitored. We only present about

half the layers to avoid cluttering the figure

seemed to lag behind the actual value, due mostly to
computational issues involved in the daily time step. This
implies that water moved through a 150 cm soil profile
within 1 day, which is indicative of bypassing, especially
in heavy textured soils (Or and Wraith, 2002; Saxton and
Rawls, 2006).

Among the data collected, all sites appear to be
consistent with the first three assumptions. That is not
true of the fourth assumption; that there is no net lateral
subsurface flow in the root zone. At one site, 006
(Figure 7), this assumption appears to be violated. While
� values at 15 cm and 30 cm are similar to those at the
other sites, the maximum (0Ð48 m3 m�3) and minimum
(0Ð26 m3 m�3) values measured at 60 cm are greater than
at any other site. The deeper layers, at 90 cm and 120 cm
behave similarly and in a manner that is not consistent
with draining to �FC or experiencing plant extraction
to �PEL. The apparent �PEL (i.e. minimum) values of
0Ð40 m3 m�3 and 0Ð44 m3 m�3 are much greater than
measured elsewhere, even for high clay content soils.
These data indicate that a water table is maintained at
sufficient proximity to the 120 cm measurement depth
to maintain a very high water content year round (and
for both years). Other evidence for this is: (i) there is
relatively little change in S during the year, less than
that for sagebrush, even though the site is covered by a
stand of aspen that would certainly use more water than
sagebrush; (ii) examination of the soil in the area near 006
yields observations of mottling and gleying indicative of
reducing conditions and a high water table; and (iii) the
position of the site near and topographically below two
major snow drifts, near perennial springs and the point
of initial channel formation.

This finding was not unexpected in that there must be
some locations where lateral subsurface flow intersects
the channel. In order to estimate the impact of this
violation of assumptions, we ran the model as if there
was a fixed water table depth below the root zone
causing a capillary fringe into the root zone (120 and
90 cm) following work by Seyfried and Rao (1991). This
results in an elevated ‘effective’ �FC that increases with
proximity to the water table. It turns out that this change
had little impact on the amount of TF calculated and

Figure 7. Measured and simulated soil water content for five depths at
site 006, WY2003
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Figure 8. Spatial distribution of total SWI for WY2001 and WY2003 in mm and the spatial distribution of total TF for WY2001 and WY2003. Data
are presented on the same scale to facilitate comparisons

had a very large effect on the amount of transpiration
calculated. The calculated transpiration increased because
the vegetation is effectively sub-irrigated during the dry
summer months. Thus, while the assumption of no net
lateral flow in the root zone is critical for the overall water
balance calculation, it not is critical for TF calculations.

Distributed modelling

Spatial variability. We mentioned at the outset that a
high degree of relatively small-scale spatial variability
is a common characteristic of mountainous, snowmelt-
driven watersheds. We illustrate this with Figure 8,
which shows greater than twofold change in SWI in
the space of one or two simulation cells (10 or 20 m).
Winter snow distributions are even more dramatic due to
the ‘smoothing’ effect that rainfall, which is uniformly
distributed at this scale, has on the SWI distribution. The
spatial SWI distribution patterns are similar for both years
as consistent winds scour and deposit snow in similar
locations each year. The two largest snow drifts and
hence SWI inputs, are located at the extreme south-east
corner of the watershed and near the western border.
Total precipitation for WY2001 (740 mm) was slightly
less than that in WY2003 (805 mm), and was more
concentrated in the drifts in WY2003.

The range in TF is much greater than SWI due to the
interactions between snow, soil and vegetation (Figure 8).

For example, soils under the western drift are shallow
and rocky with very sparse vegetation, so that annual
TF was about 90 mm less than the annual SWI (i.e.
there is relatively little storage or transpiration). Soils
under the south-eastern drift are deeper and covered with
aspen (enhancing transpiration) so that, whereas annual
SWI is similar for the two drifts, annual TF is about
250 mm lower under the south-east drift. Some low
annual TF sites have coniferous vegetation (Figure 2),
deep soils and moderate snow accumulation (e.g. site 005,
Figure 6). Most of the SWI at those sites is returned to
the atmosphere due to a combination of high LAI and
high SFC. Other low annual TF sites are in scour zones
that accumulate and melt very little snow.

Watershed storage. To evaluate the watershed-scale
results, we introduce additional terms that are analogous
to the profile capacitance terms described earlier. Thus,
the watershed surface water input, SWIW, watershed root
zone water storage, SW, watershed root zone storage
capacity, SFC,W, and watershed throughflow, TFW, are
the spatial average value of the respective parameter for
all cells for a given time step (usually one day). These
terms are analogous to the equivalent depth of water
in the watershed. If all soil layers are at field capacity,
the storage at each cell will be the SFC value, and SW

will equal SFC,W,. In that case, the watershed is com-
pletely satiated and any additional water will cause TF.
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This condition is highly unusual due to the variable
inputs, and soil and vegetation properties within RME.
In the following analysis, we use SFC,W as an index of
a watershed-scale threshold storage that, when exceeded,
results in streamflow.

In WY2001, the fall and early winter SWIW resulted in
increased SW, but had no appreciable effect on streamflow
(Figure 9). This changed during the first snowmelt event
in late March when SW increased abruptly, exceeding
SFC,W (149 mm). The timing of measured streamflow
initiation and modelled TFW were practically identical,
and SW exceeded SFC,W shortly afterwards. During the
first two weeks of April, SWIW was very low allowing
soils to drain to SFC,W and TFW and streamflow to
approach 0. Both streamflow and TFW responded rapidly
to the next snowmelt event in late April. The timing
of TFW spikes was similar to the streamflow spikes,
although their magnitude was quite different. It is notable
that the streamflow response to the large rainfall on
15 May occurred within the same day as the rainfall,
while the corresponding TFW spike was 2 days later.
The volume of the response was similar for both even
though the rainfall input was distributed evenly across
the watershed. With the mid-May disappearance of snow
cover and increase in evaporative demand, SW quickly
decreased below SFC,W, TFW went to 0 and streamflow,
lagging somewhat behind TFW declined to very low, pre-
winter levels. There were 221 mm of streamflow during
the time ‘window’ that SW was above or near SFC,W.
If the two weeks following that period are included
(accounting for the lagged streamflow decline), that
number rises to 252 mm or 84% of the total annual
streamflow.

Although the timing of events generating streamflow
was quite different in WY2003, SFC,W acted as a
threshold for both TFW and streamflow as it had the

Figure 9. SWIW, SW, TFW, and streamflow for WY2001. The horizontal
line represents SFC,W. Vertical lines indicate the dates illustrated spatially

in Figure 11

prior year. As in WY2001, early season SWIW events
caused an increase in SW, but had no effect on streamflow
until SW exceeded SFC,W, in this case on 30 January,
almost two months earlier than in WY2001. This resulted
in initiation of both TFW and streamflow both years.
The SW remained near SFC,W during the ensuing drop
in SWIW, and both streamflow and TFW were highly
responsive to inputs. The timing and amount of TFW

was generally much closer to that of streamflow in
WY2003, being very rapid in both cases as SW remained
above SFC,W and highly responsive for the remainder of
the season. Peak streamflow and TFW occurred on 15
May, and both declined rapidly in spite of subsequent
rainfall as watershed soils warmed and vegetation began
to transpire. In WY2003, 336 mm, or 84% of the annual
total streamflow exited the watershed during the window
that SW exceeded SFC,W. If the two weeks at the end
of the season are added for consideration, 372 mm or
93% of the annual total exited the watershed during that
period.

Spatial distribution. One explanation for the very rapid
streamflow response we observed is that points gener-
ating TF become connected with each other and the
channel such that saturated, high permeability conduits
can conduct water, unobstructed, from upland sources to
the channel. This adds a spatial component to ideas con-
veyed in Figures 9 and 10 and implies that connectivity
accompanies SW values exceeding SFC,W. To illustrate
watershed connectedness we introduce one final storage
variable, the normalized profile storage, SN, which is
defined as

SN D S � SPEL

SFC � SPEL
. �3�

Figure 10. SWIW, SW, TFW and streamflow for WY2003. The horizontal
line represents SFC,W. Both TF and streamflow are closely associated
with time that SW exceeds SFC,W. Vertical lines indicate the dates

illustrated spatially in Figure 12
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SN values of 1 or greater indicate that the soil profile
is satiated and the profile is therefore highly responsive
to inputs. We envision that interconnectedness may be
expressed as a high density of cells with SN close to or
greater than 1.

We provide maps of the spatial distribution of SN in
temporal ‘snapshots’ to illustrate the linkage between the
spatial distribution of soil water and the overall average
watershed fluxes. On 6 Jan 01, SW was about half SFC,W

and SN throughout the watershed was less than one
(Figure 11). This picture remained unchanged until large
inputs started on 18 March (Figure 9). By 20 March,
after 35 mm of SWI, the situation was quite different,
but SN values in for the cells with deep soil in the centre
of the watershed were considerably less than one and
streamflow (Figure 9) had barely changed. By 1 April,
the SN values for almost all cells in the watershed
(excepting the south-east drift), exceeded 1 and hence
were potentially connected. Both TF and streamflow had
risen substantially. On 27 April, in the midst of the
second phase of snowmelt, SN exceeded 1 for virtually all
cells in the watershed, and streamflow was very sensitive
to SWIW (Figure 9). This condition persisted as the snow
cover diminished but cell SN values remained near 1 due
to a lack of evaporation and transpiration. The watershed
remained well connected until after a large rainfall event
on 15 May. By 27 May, very little of the watershed
was satiated and subsequent precipitation events had
practically no effect on streamflow.

In WY 2003 (Figure 12), early season dry soils had
received some water input by 7 January (Figure 10),
but cells with SN < 1 dominated the watershed and
streamflow was unaffected by SWIW. In the last 6 days
of January the SWIW exceeded 179 mm during a rain-
on-snow event that caused a minor streamflow response
while most of the watershed cells became satiated. Parts
of the watershed, especially the south-eastern drift area,
were still not contributing as SN was less than 1. On 28
February, during a period of no SWI, the watershed was
similar to 1 February with respect to its connectedness,
although there had been substantial drainage. By 21
March SW was at the threshold value and the number of
cells with SN < 1 in the central portion of the watershed
had diminished. Subsequent input events resulted in cells
with SN > 1 throughout the watershed (e.g. 12 May).
During this time diurnal streamflow peaks were evident
in the late afternoon (5 to 6 PM), near the time of peak
melt, indicating that water was transferred very rapidly
to the channel at this time. As in WY2001, increased
evaporative demand and loss of snow cover by mid-
May resulted in a rapid drying of the soil and streamflow
diminution.

Streamflow amount. A straightforward extension of the
conceptual model to estimating the amount of streamflow
is that all water passing through the root zone (TFW)
eventually passes over the watershed outlet weir and is
counted as streamflow. In an environment such as RME,
with very low summer flows, it might be expected that

this would be observed, at least approximately, on an
annual basis. It is clear, however (Figure 10), that the
total TFW for WY2001 (375 mm) is considerably greater
than the streamflow for that time period (289 mm). The
‘missing’ TF may have left the watershed by deep perco-
lation under or around the weir, been transpired ‘downs-
lope’ of TF generation, been retained in storage below the
root zone, or simply be a result of model error. Whatever
the explanation, it does not apply equally to WY2003,
because total TFW and streamflow were practically iden-
tical that year (TFW D 411 mm, streamflow D 402 mm).
At this point, it appears that further study is required to
account for that ‘missing’ TF.

DISCUSSION

The data presented above indicate that, at RME, stream-
flow generation is dependent on satiation of soil field
capacity over a sufficiently connected spatial domain to
generate and transmit TF to the stream channel. Rapid
streamflow response is further dependent on maintenance
of this wetness condition, which can be described in terms
of a threshold watershed storage value, SFC,W. These
findings have important implications for water manage-
ment model design but only to the extent that they apply
to other watersheds.

We noted previously that threshold-type behaviour
has been well documented (Western et al., 2003; Buttle,
2004; Laudon et al., 2004; Tromp-van Meerveld and
McDonnell, 2006). However, it may be difficult to
quantify a threshold input amount, if one in fact exists, in
very humid watersheds that lack a pronounced dry season
or have relatively high, variable water tables because soils
may rarely if ever dry to SPEL and no consistent zero
point can be defined. Western and Grayson (2000) for
example, noted that it was very valuable to have a period
of extreme dry conditions during their classical study of
soil moisture thresholds and connectivity in Australia.
On the other hand, Atkinson et al. (2002) found that,
while soil water storage exerts a dominant control on
streamflow for a variety of watersheds in New Zealand,
accurate estimation of SFC,W is more critical in relatively
dry watersheds, which are more sensitive to that value.
In addition, there are many areas where soils may never
become satiated. We have noted that, at other locations
within the RCEW, a decade may pass before the wet
season wetting front passes below 60 cm (Seyfried et al.,
2005). Other runoff mechanisms generate streamflow in
those environments.

It does appear that stored soil water is a critical element
in streamflow generation where overland flow does not
generate runoff. The generally observed preponderance
of ‘old’ water in storm flow (Kirchner, 2006; McDonnell
et al., 2007) is consistent with the large amount of
residual water common in soils (averaging about 160 mm
in the RME), combined with the progressive satiation of
the soil profile. During periods of rapid flow through the
soil profile, even with bypassing, there is a great deal of

Copyright  2008 John Wiley & Sons, Ltd. Hydrol. Process. 23, 858–873 (2009)
DOI: 10.1002/hyp



870 M. SEYFRIED ET AL.

Figure 11. Spatially distributed SN across the RME watershed for six dates in WY2001. Cells at or above field capacity are represented by SN values
greater than 1.0 and indicate areas that rapidly transmit water through the soil profile

mixing with and displacement of matrix water (Seyfried
and Rao, 1987). This ‘old’ soil water would also likely
have different chemical properties from the old aquifer
water supplying baseflow in many watersheds, which is
another commonly observed chemical trait of streamflow
response (Kirchner, 2006). It appears that the critical
storage at RME is within the root zone and that, although
the water table is probably much deeper, the intervening
vadose zone has little porosity and so contributes little
to storage. This is clearly not a universal condition,
but probably a reasonable assumption in mountainous
terrain.

Returning to the snowmelt application, it is significant
that the climatic conditions of the mountainous western
USA tend to favour the use of soil water storage for
estimating streamflow initiation, cessation, and, poten-
tially amount. These are (1) a significant period in which

evaporative demand substantially exceeds water supply,
soils dry out and stream flows are consistently low, which
provides a low point from which to account for added
water; (2) low evaporative demand when water accumu-
lates so that changes in soil water are due to infiltration
and drainage; (3) storage values continuously at or near
SFC,W during snowmelt, so that very rapid streamflow
response may be expected; and (4) rapid soil drying and
loss of connectivity after snowmelt so that the watershed
becomes unresponsive to water inputs.

We have not addressed the critical issue of parameter-
ization of soil water storage, which is beyond the scope
of this work. Note, however, recent work that points
to the potential of using sparse soil water data to esti-
mate watershed-scale conditions. McNamara et al. (2005)
described soil water ‘states’ of consistent, predictable soil
water status that are temporally persistent. In addition,
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Figure 12. Spatially distributed SN across the RME watershed for six dates in WY2003. Cells at or above field capacity are represented by SN values
greater than 1.0 and indicate areas that rapidly transmit water through the soil profile

Grant et al. (2004) have shown how temporal stability
of soil water content widely observed in rainfall domi-
nated systems (Grayson and Western, 1998; Jacobs et al.,
2004), is also pronounced at RME. However, we must
point out that a spatially distributed snowmelt model is
critical if we are to take advantage of soil effects on
streamflow generation from snowmelt. We suspect that
the specialized nature of these models has inhibited the
incorporation of soils effects in snowmelt models to date.
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