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ABSTRACT

An areal depletion curve that relates fractiomalvg covered area (SGAto
snow water equivalent (SWE) is developed using maddeesolution imaging
spectroradiometer (MODIS) and the Utah Energy Baa&now Accumulation and Melt
model (UEB). The depletion curve presented hedeimed as a graphical
representation of the depletion of snow with SG& the y-axis and SWE normalized to
the maximum SWE (WWanmay as the x-axis. The results demonstrate that paokv
heterogeneity within the entire Dry Creek ExperitaélVatershed is well characterized
by the derived depletion curve. Results also m#i¢hat the snowpack has a bimodal
distribution in parts of the basin and that snowalality cannot be captured with
coefficients of variation alone. UEB results aoenpared to measured SWE values at
Bogus Basins Snotel site and verify that melt dyicarare well simulated.

Depletion curves offer improvement to preésday methods for predicting
snowmelt and therefore snowmelt generated rundifgh mountain catchments.
MODIS (Moderate Resolution Imaging Spectroradiomgteovides improved
capabilities for observed snow cover with mean kibse@rror less than 0.1, and therefore
aids in the development of these depletion cuni¢sing a normalized difference snow
index (NDSI) approach to estimate fractional snowered area (SC4 in 500 m pixels
and modeling snow water equivalent (SWE) in 500ixelp using the UEB snowmelt

model, a functional form of a depletion curve isided for the Dry Creek Experimental



Watershed, Boise, ID. The derived equation issfienable to any given year so that

estimates of the water available for runoff camrasle.
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1 INTRODUCTION

1.1 Scope

The hydrologic response from mountainous regiori¢arth America is
influenced primarily by the input of water thatsi®red as snow. Water stored as snow
(snow water equivalent) doesn’t enter the land eledshe hydrologic cycle until it
melts. Therefore, it is of particular importanoaunderstand how much water as snow is
available for runoff and how it is distributed. ®to the high spatial and temporal
variability in the physical processes that accuteutand melt snow it is difficult for
hydrologists, water resource managers, and engineéncorporate these effects into
current operational streamflow forecasts. Methogdyplfor predicting snow water
equivalent (SWE) however, has improved significaotler the years especially with the
more recent use of satellite imagery to get repestsurements of snow covered area
(SCA). Since the driving processes that melt sooly affect those areas covered by
snow then the spatial pattern of SCA reductiomigartant. Understanding the inherent
relationship between SCA and SWE offers potentigbace in current methods used in

hydrologic modeling.



1.2 Purpose

Development of hydrologic models for runoff foretag in semi-arid high-
mountain catchments rely heavily on the accuraienaton of spatially distributed snow
water equivalence (SWE). As hydrologists and wedsource managers, we are
interested in the volume of water stored in snoat Will serve as input into the land
phase of the hydrologic cycle. Ideally, we wouke lto track this volume of water (SWE
distributed spatially) over time, but this is afidlt task and present methods have
inherent limitations. However, obtaining time ssrdata of SCA using satellite imagery
is a much easier and more accurate method forrdeetiaig the spatial and temporal
distribution of the snowpack.

A reduction in snow covered area (SCA) correspaodsreduction in snow
water equivalent (SWE) especially in rugged topphyawhere snow cover is fractional.
If a spatially and temporally consistent relatiapséxists between SCA and SWE then
we can use one quantity to predict the other. €rsnowmelt runoff models (Snowmelt
Runoff Model (SRM) and National Weather ServicedRiForecast System-Snow
Accumulation and Ablation Model (NWSRFS) use thpldgon of SCA to predict liquid
water (SWE) available for runoff using temperatimeex approaches. This approach
was adopted into a physically based modeling fraonkwy developing a relationship
between the distribution of snow water equivaleoner the basin, and the temporal

dynamics of the areal extent of snowcover as dgalis the following manuscripts



Luce, Tarboton, and Cooley, 1999; Luce and Tarhd2604. They term this
relationship depletion curve, not to be confuseith wreviously described curves that
relate snow covered area to accumulated degreecddgmperature index approaches.
Luce’s suggested depletion curve, and the one pieddere, may substitute for
previously used depletion curves that use temperatdex and/or degree-day
approaches. In this study a depletion curve igddfas a graphical representation of
snow depletion whose axes are fractional snow ealvarea (y-axis) and snow water
equivalent (x-axis). | develop and display the euirvthis way because I'm interested in
deriving an equation that allows for predicting SWé&Sed on the change in fractional
snow cover over the duration of melt. The deptetarve itself is therefore a subgrid
parameterization of snow variability.

Another way to quantify the variability of snowcave with the use of
probability distribution functions. Luce et al999 showed that the shape of the
depletion curve can be related to the cumulatig&itution function and that the
coefficient of variation (CV) is the most sensitparameter. The CV can them be used
as an estimate of the shape of the depletion dagwause the SWE is normalized to the
maximum SWE. Therefore the variability in snow tgrmparameterized by estimating
coefficients of variation from the shape of theld&pn curve.

Spaceborne instruments such as MODIS provide ingat@apabilities for repeat
detection of snow at a resolution of 500 m. Wiité tecent development of sub-pixel
snow cover algorithms (Salomonson and Appel, 200#) mean absolute error of less

than 0.1 there is utility in incorporating estinsatd fractional snow cover to more



accurately derive depletion curves. This metheddgi the fractional snow cover and
helps to overcome the mixed-pixel coverage or glacbverage problems common with
other snow-mapping techniques. This new approaichdtimating snow cover from
satellite imagery when incorporated into the depfeturve approach provides a new,
more accurate, and transportable method for estigidite spatial distribution of snow
and the relationship between snow water equivalandesnow covered area for use in
hydrologic forecasting.

The purpose of this study is to determine if a eigph curve can be established in
the Dry Creek Experimental Watershed using a 8isteid snowmelt model (Utah
Energy Balance Snow Accumulation and Melt Model BYEo estimate SWE and
repeated measurements of snow covered area frettiteatagery (MODIS) to estimate

fractional snow covered area.

1.3 Background

Detailed snow surveys performed on a fine grid @vefatershed basin have
proven to be the most accurate way to represerspigal distribution of SWE (Bloschl,
1999; Laydecker and Sickman, 1999). These methodgver are costly, time
consuming, and don’t necessarily capture the vaitiabf the depletion of snow during
melt (Cline, Bales, and Dozier, 1998).

Remotely sensing snow has recently become a mpesaipg approach in
addressing the issues of spatial and temporalhibitya(Koskinen, Pulliainen, and

Hallikainen, 1997; Mote, Grundstein, Leathers, Ruodbinson, 2003; Swamy and Brivio,



1997). Distinctions can easily be made betweed that is covered by snow and land
that is not due to the reflectance signature olvsnBepeat measurements provide a time
series of snow cover and therefore aid in the agreknt of depletion curves used in
snowmelt runoff models. This approach is appedbecause it potentially eliminates the
need for spatially distributed direct measuremetsveral investigations have
demonstrated the capability of using multifrequenggrowave radiometer systems to
locally map snow covered area, snow depth, and S@Ekinen et al., 1997). Through
exploiting the spectral characteristics of snow svew, and land without snow, these
sensors can provide information on a scale of 30rhrese method however, are costly,
have low return periods, and aren’t readily avaddb researchers or operational
forecasters. In addition, these methods have seamuracy issues.

Moderate Resolution Imaging Spectroradiometer (M®Dias a one-day return
period and the images are provided free of chdnge inaking it appealing to researchers
interested in collecting day-to-day snow informatidResearchers at Goddard Space
Flight Center have developed a fractional snow calgorithm that allows for sub-pixel
(<500 m) estimates of snow cover using MODIS imgd&alomonson and Appel,
2004). This commonly used SNOWMAP algorithm hasvpn successful in mapping
fractional SCA in a variety of different settind3dry, Salomonson, Stieglitz, Hall and
Appel, 2004). This method uses Landsat imagesasg truth for estimating fractional
SCA. Each 500 m MODIS pixel contains multiple 3Dandsat pixels. A binary
classification of snow covered area is computedHerLandsat pixels within each

MODIS pixel and a normalized difference snow in@&©SI) is computed for the



MODIS pixels. The data are linearly regressedaméxpression is derived that relates
NDSI to fractional SCA.

Snowmelt models to predict SWE have improved dwveryears, but accurate
estimation requires simulating physical processesdistributed fashion and usually
requires weather data that is often unavailahbteanl effort to minimize complicated
calculations, but still drive research in the dil@t of an energy-balance physically
based approach, modelers have relied on lumpedneteamethods that predict spatially
averaged snowmelt. These models have relied areeay methods and temperature
index approaches to, at any give time during mtict how much SWE remains in the
snowpack (Dewalle, Henderson, and Rango, 2002;ilartRango, and Roberts, 1999;
Anderson, 1973). Because of their empirical apgnpthese methods often require
multiple calibration parameters and may be limiedse catchments with site-specific
characteristics.

A physically based accumulation and snowmelt maddled UEB (Utah Energy
Balance Snow Accumulation and Melt Model) has pitedi support for use in a
distributed fashion for a watershed in Southweah&d(Tarboton and Luce, 1996). Luce,
et al., 1999 suggested the dimensionless depletiore as a parameterization of subgrid
variability in a physically based mass an enerdgiige snowmelt model. Luce related
snow covered area to area-averaged snow wateradguirvand produced a dimensionless
depletion curve. Their methods for determiningvgmovered area involved intensive
field surveys, while their methods for determin®W/E involved intensive field surveys

and snowmelt modeling using UEB. Their resultsigtbthat snow preferentially



accumulates in the same locations year after yeathat a functional form of a deletion
curve can be derived. The derived function can theeapplied to other years.

Probability distribution functions are another eggeh for quantifying the spatial
and temporal distribution of snow (Bloschl, 1999he cumulative distribution function
of the lognormal distribution has two parametetangard deviation and mean, where the
ratio of standard deviation to the mean is thefa@ent of variation (CV). Taking the
mean and standard deviation as equivalent, the letineidistribution function varies
based on the choice of the CV. Luce et al., 1288¢ and Tarboton, 2004 papers
suggested that the shape of a depletion curve edittdd to the shape of the cumulative
distribution function. Numerically, the x-axis’ tie cumulative distribution function
and cumulative melt normalized to the maximum cwativé melt are the same and range
from O to 1. A value of 1 corresponds to a proligiof 100%, and on the depletion
curve corresponds to a fractional snow cover vafue00%. Therefore, once the
depletion curve is established, a cumulative digtron function can be fit by the choice
of the CV. In addition, Liston’s work (Liston, 28Psupports this notion where subgrid
snow-depth variability is parameterized using deedhts of variation given that snow
has a lognormal distribution. Therefore, a depletiurve that characterizes the
reduction of snow in terms of SCA and SWE can themneduced to a single parameter

(CV) for input into a hydrologic model.



1.4 Theory

In this study, a depletion curve is defined asaphical representation of snow
depletion whose axes are fractional snow covered @r-axis) and snow water
equivalent (x-axis). A functional relationshipderived that allows for the prediction of
snow water equivalent (dependant variable) basddactional snow covered area
(independent variable). The advantage of this@gagr is that the curve describes the
spatial pattern of snowmelt and that the depthatewentering the hillslope, driven by
physical processes, is quantified by the functioakdtionship between snow covered
area and the sum of a series of accumulated methsle Rather than using parameters to
determine the onset of melt, and update a hydrologidel based on environmental
conditions, the curve is dimensionless and cansked tor different years. The basin
average water equivalent (Ws represented by the sum of a series of thiarayw) as
shown in Figure 1. The basin average snow wat@rakent as a function of the

accumulated melt is evaluated by the following:
W,(M) = [ 'SCA, (w)dw ®

where SCAs is the fractional snow covered area, (w)dw isdhange in modeled snow



W, - shadad area

\-1

Figure 1. Schematic taken from Luce and Tarboton2004 showing that the basin water equivalent is
represented by the sum of a series of melt depths.

X

water equivalence. This essentially distributetewaquivalence to snow covered areas.
A continuous function does not exist so the integrapproximated by the following

summation:

W) = 3 Jsca, ~SoA,)|+(M) .

This was accomplished for each element over eawh dtep such that the sum of the
elements at any given time represents the accuetufatlt up to that point. The

summation of all the 141 elements over each timpe ist calculated by:

W, = .Z;: ,Z:[% (SCAafil,j ~ LAy )} (SNE”“M ~ B, ) )
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where n is the number of time steps, p is the nurobelements, and SWEk is the
modeled snow water equivalence. Recognizing treiriverse of the accumulated melt

is equal to the decrease in the basin snow watevagnt;

W,

SCA, (M):l—W a (4)

amax

Fractional SCA and SWE (1-¥W,may are plotted against each other to produce
the basin depletion curve. By normalizing the Ssvid expressing SCA as a fraction of
the total area the two quantities can be plottedresg one another so that the dimension

of time is removed. This also accounts for thealality of snow year after year.

1.5 Project Description

This method builds on the results found by Lucal 1999 and Luce and
Tarboton, 2004 for their study area in Southweskgaho. This research is advancement
to current methods because the depletion curveabkshed using satellite imagery and
a physically based energy and mass balance snowrodil. It is an improvement to
present day methods in 3 ways: 1) daily remotehgsd snow cover data, 2)
accumulated melt is modeled only where there isvstaver, 3) derived equation and
estimated CV’s have a physical basis and can ke disgng successive years.

Specific objectives include: 1) obtain daily SCAasurements from MODIS
using the universal regression approach. 2) mau@ivmelt in 1D for each MODIS

pixel using UEB snowmelt model and distribute towsrcovered areas, 3) derive an
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equation that relates fractional SCA to SWE inBi@&EW, 4) estimate coefficients of

variation from the basin depletion curve and feique zones within the basin.
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2 STUDY SITE

2.1 Geographic Description
The Dry Creek Experimental Watershed (DCEW) istedan Southwestern
Idaho approximately 16 km north of Boise Idaho (ifeg2). The DCEW encompasses a

total area of 27 kfnand is nestled in the foothills that are commaefgrred to as the

Bogus Basin Snotel Site

" .‘,
w%z
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Figure 2. Location map of the Dry Creek ExperimentdWatershed. Also shown are the locations of
three weather stations in and near the DCEW.

Boise Front. Bogus Basin Ski Resort is locatedlmeand the road to the resort allows

for access to Dry Creek along its western edgeguB@asin Road Crosses Dry Creek at
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UTM coordinates 4837309 northing, 566159 eastiN\[§27, Zone 11T) at an elevation
of 1,029 m and defines the Southwestern most bayreddahe DCEW. Its Northeastern
most boundary and headwaters are located nearHog@rat UTM coordinates 4844801
northing, 572616 easting at an elevation of 2,139Time overall trend of the drainage
basin is Southwest as it extends into the Treagalley and eventually flows into the
Boise River. Dry Creek is a perennial stream witiie DCEW with one perennial

tributary, Shingle Creek, and numerous unnamednmtent tributaries (Yenko, 2003).

2.2 Climate

Regionally, this area is described as a semidinthte but the complexity and
variation in topography in the adjacent mountaawitts in considerable precipitation
locally in the Boise Front and DCEW. Generallyapag, the winters are cold with
precipitation falling primarily in the form of sngwvhile the summers are hot with
occasional thunderstorms. Early springs are cotlrainy while late springs are sunny
and warm. Falls are clear and warm changing td antl moist (USDA , 1974).

The climate in this area occurs due to the convergdetween the Aleutian Low
and the Pacific High weather systems. The Aledtian bringing in cool moist air from
the north near the Aleutian Islands and the Pakligh bringing in hot dry air from the
south in the Pacific Ocean. The low-pressure sysémds to dominate in the winter
while the high-pressure system dominates in thensemfUSDA, 1974).

There are three weather stations in and near tHeVib@ne at the Lower Dry

Creek Research Site, the second at the Treelin€bBrgk Research Site, and the third at
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Bogus Basin Ski Resort (Figure 2). The Treeling lbower weather stations are
operated and maintained by the DCEW team whildthgus Basin weather stations are
run by Natural Resources Conservation Service (NRT8ese three weather stations
are located at a range of elevations that are septative of the meteorological
conditions occurring in this region. The weatheatiens have been operational for the
following periods:

Lower Dry Creek: September, 1998 — Present

Treeline Dry Creek: September, 1998 — Present

Bogus Basin Snotel Site: May, 1999 — Present

2.3 Topography

The Geology of the DCEW consists primarily of gtemiock in a region that is
tectonically inactive thus providing a setting éodendritic drainage pattern with
complex topography locally. Elevations in the basinge from about 1000 m to just
over 2000 m over a distance of a few kilometerlep&s are extremely variable ranging
from 0° to 78° with the majority of the slopes beem 56° and 62° and an average of
52.8°. The general trend of the Boise Front Rasgeuth facing, and subsequently so is
the DCEW, however aspects in the basin vary dilegaendritic nature of the
topography. Aspects range from 0° to 360° clockvitem north with the majority of the

values occurring between 226° and 236° with anayepf 189.2°.



15

2.4 Vegetation

Vegetation in the DCEW varies as function of gegldgpography,
elevation,aspect, slope, and soil type. Of theentatershed 82% (22.1 Kjrhas been
vegetation and land cover classified using lanolsagery. These Landsat derived
vegetation maps are available though the USDA E&ewsvice, Boise National Forest
and are products of the Wildlife Spatial Analysablat the University of Montana
(Redmond, Tady, Fisher, Thornton, and Winne, 199¥he area that has been mapped is
coincidently at intermediate and upper elevatiohene vegetation and land cover
exhibits the most variation (Figure 3).

Approximately 51% (11.27 kfnis covered by Forestland while Shrublands cover

Landsat-mapped area for
wegetation and land cover

Unmapped area for P
wegetation and land CD“N A

Figure 3. Map of the DCEW showing areas that havdetailed information about vegetation and land
cover.
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about 40% (8.84 kf). Grasslands and Barrenlands each make up 4% k6% and
Riparian zones total an area 0.22°kmith 1% coverage. At lower elevations, where
vegetation maps have not been produced grass amaolaids dominate with localized
areas of barrenland and riparian. For the entatkghed, including unmapped areas,
this effectively would reduce the percentage ofeBtlands by about 7-9% since this area
is below the treeline, and increase the percentaiggsrublands by 7-9% due to the vast
amount of Big Sagebrush Steppe. Table 1 summadtiese data with appropriate error
bars on forestlands, shrublands, and grasslamd®rrhs of canopy cover values range
from 1-100% coverage and is generally high at uppmrations where conifers dominate

and low at lower elevations where shrublands dotaina



17

Table 1. Summary of the Dry Creek Experimental Wag¢rshed vegetation types as classified from
Landsat Imagery

General [Percent Error |Area |Parent Group|Sub-code Group Percent
Group coverage in (%) [in coverage in the
the km~2 Watershed
\Watershed
GRASS- [4% 2% 10.88
LANDS
Upland 3.5%
Grasslands
Altered Herbaceous 0.2%
Mesic Montane Parklands (0.3%
and Subalpine Meadows
SHRUB - [40% 8% [8.84
LANDS
Mesic Shrubs
single or mixed species 12.5%
Xeric Shrubs
Big Sagebrush Steppe 27.5%
FOREST-|51% 8% |11.2
LANDS 7
Broadleaf
Forest
Aspen 1.6%
Conifer
Forest
Ponderosa Pine 15.9%
Douglas Fir 13.8%
Douglas Fir/Lodgepole mix [0.4%
Douglas Fir/Ponderosa 15.4%
Pine mix
mixed Xeric forest 0.2%
mixed broadleaf and conifer|3.7%
RIPAR- 1% 1% [0.22
IAN
Conifer 0.5%
dominated
mixed tree 0.1%
Shrub 0.4%
dominated
BARREN |4% 2% ]0.88 4.0%
-LAND
Total 100% 22.1 100.0%
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2.5 Land Ownership
Approximately 42% (11.5 kf of the watershed is owned by the Boise National
Forest and appropriately is located at upper elevatwhere douglas fir and ponderosa
pine are of the greatest concentrations. The &8% of the watershed is owned either
by the Bureau of Land Management (BLM) (0.05%krthe State of Idaho (0.7 Kinor

private parties (15 ki
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3 METHODS

The depletion of snow was determined using a Bisted physically based
snowmelt model to estimate SWE and using MODISligatenagery to obtain repeat
measurements of fractional snow cover. Basin @eefhiactional snow cover is plotted
as a function of basin SWE to produce the DCEWetapi curve. The Utah Energy
Balance Snow Accumulation and Melt Model was impated in 1D and distributed to
snow covered areas in 250,000 B00m x 500 m) elements. Fractional snow covered
area in each element was estimated using the WaivBegression approach

(Salomonson and Appel, 2004).

3.1 Watershed Delineation and UEB/MODIS Elements
The DCEW was delineated based on a 30m USGS DEMiiaided up into 141 grid

nodes corresponding to the centroids of the 14Q,m@esolution pixels observed by
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MODIS (Figure 4). Each 250,000Prarea is designated as an element over which the

UEB model is run and a SCA is determined from MODIS

Ll

Figure 4. Model domain of the Dry Creek Experimenal Watershed showing the locations of 141
MODIS elements and their respective centroids. Smamelt was modeled at each centroid
and distributed to those areas within the elementhat are snow covered. Stars show the
location of three weather stations. Weather stadihs measure air temperature, precipitation
rate, windspeed, relative humidity, and incoming sbrtwave radiation.
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3.2 Utah Energy Balance Snow Accumulation and Melt M@U&B)

UEB is a lumped parameter, semi-physically basedahthat characterizes the
snowpack in terms of water equivalence and enevgieat relative to a reference state
of water in ice phase at 0°C. Two primary statgables are maintained in the model,
snow water equivalence, W [m], and internal enerfgihe snowpack and top 40 cm of
soil, U [kJ/nf]. U is zero when the snowpack is &t@and contains no liquid water.
Appendix A contains a more detailed model des@ipénd a list of parameters used in
the model.

UEB was initially designed to predict rapid meltesaresponsible for erosion. The
focus of the model therefore, is on the physicatpsses responsible for snowmelt, that
is, energy exchanges at the snow-air interfaceB Was tested in the Reynolds Creek
Experimental Watershed in Upper Sheep Creek Dreainsgutheast Idaho, USU drainage
and evapotranspiration research farm, Logan, Utathat Mammoth Mountain. These
research sites are similar to the DCEW in termgegktation, terrain, and the dominant
variables that affect snowpack heterogeneity.

Because melt outflow is a function of the liquiddtion the model can continue to
transmit water to the soil even when the energguriz is negative. There are only three
state variables (water equivalence, energy consaoty surface age) allowing the model
to be easily distributed on a grid over a waterghed making it very useful in hydrology
studies. In addition, this parameterization sifiggicomputation and avoids having the

model deal with complex processes that occur atilcenoscale within the snowpack.
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3.2.1 Model Input Files

The main driving program calls to three input fiteat contain weather data, model
specifications, and site characteristics. Those dee contained within the following
files;

1. weather file

2. model parameter file

3. site variable file
1. The weather file consists of 5 temporal varigpéer temperature, precipitation rate,
wind speed, relative humidity, and incoming shoxeveadiation.

2. The model parameter file consists of 30 fixethatical parameters. These values are
listed in Appendix A.

3. The site variable file consists of 8 site cheeastics; forest cover fraction, drift factor,
atmospheric pressure, ground heat flux, albedmetidin depth, slope, aspect, and

elevation.

3.2.2 Meteorological Data

Five meteorological variables measured at threg¢hgeatations were used to
compute the energy budget; air temperature, ptatign rate, windspeed, relative
humidity, and incoming shortwave radiation. Pré&aipon was measured by weighing
buckets mounted on posts at a height of 1.5 mateyge ground. Windspeed was
measured at a height of 2 meters above grounacimimg shortwave radiation was

measured using horizontally mounted pyranometers.
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3.2.3 Distributing data to ungauged elements

All of the meteorological data was collected attiypintervals and averaged over 6
hour time steps. Each meteorological variable stier distributed equally over the
basin or was distributed by interpolating as a fismcof elevation as described below.
The weather data was distributed to ungauged elsnagidl compiled into 141 individual
files that make up weather input files describeavahlin Section 3.2.1. Because there are
weather stations at representative locations iniédtershed, variables such as
temperature and precipitation are linearly dependarthe two nearest stations and are
interpolated as a function of elevation. This atiates the error associated with seasonal

and diurnal fluctuations.

3.2.3.1 Air Temperature
Air temperature was distributed to ungauged elesbatween the treeline and
Bogus Basin weather station by linearly interpolgtbetween the two nearest stations.
There is very little or no difference in the aimjgerature measured at the lower
weather station than that measured at the treefaher station. Air temperature data
from the treeline station was therefore distributedll those elements equal to or less

than the elevation of that weather station.

3.2.3.2 Precipitation
Precipitation rates were linearly interpolated &srection of elevation. Monthly
average precipitation from four weather stationsi¢B Airport, lower weather station,

treeline weather station, and Bogus Snotel) weed trs demonstrate that a linear
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relationship exists between precipitation and eleweand therefore supports the method
used here (Figure 5). 15 minute time series datarulative precipitation from treeline
and lower weather stations are also shown in Fi§urkcreases in precipitation at lower
weather station correspond to comparable increstdeseline station (Figure 5). The
magnitudes of these increases are linearly reftedddemonstrate that precipitation can
be interpolated as function of elevation. Thigtiehship is similar for successive winter

seasons and is assumed to exist for hourly, amdftite 6-hourly precipitation rates.
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Figure 5. Precipitation rate versus elevation fothe months of December 1999, January 2000, and
February 2000 showing a linear relationship.
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Cummulative Precipitation (15 Minute Time Series)
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Figure 6. 15 minute time series of cumulative preagitation for treeline and lower weather stations.
Increases in precipitation at lower weather statiorcorrespond to comparable increases at
treeline station. The magnitudes of these increasare linearly related and demonstrate that
precipitation can be interpolated between the two.

3.2.3.3 Windspeed
Windspeed was measured at a height of 2 metereajround. Windspeeds are
highly variable, are affected by local terrain teas, and are notoriously difficult to
estimate (Susong, Marks, and Garen, 1999). laltisence of other controls Susong et
al., 1999 suggested elevation as the attributiogpfaesponsible for the spatial
variability of windspeed. | use this approachdastributing windspeed and interpolate
as a function of elevation. | choose not to incogte a physical wind model here

because no information was available that alloveecdi$sessment of the difference in
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windspeed magnitude in valley bottoms versus rigjget However, averaging hourly
data into 6-hour time steps dampened the effegpiddy data caused by wind gusts. The
lower and treeline weather stations are positimretbpographically similar areas in
terms of slope, aspect, and local terrain (on ttygeef a ridge). This relationship exists
between the treeline and Bogus Basin sites as Wdithdspeed for elements at lower
elevations were distributed by interpolating betw#ee lower and treeline weather
stations while those at higher elevations wereidisted by interpolating between the

treeline and Bogus Basin weather stations.

3.2.3.4 Relative Humidity
Relative Humidity was linearly interpolated as adtion of elevation for

ungauged lower elevation elements using lower ezalihe weather stations and for
higher elevation elements using the treeline anguBaveather stations. To demonstrate
that a linear relationship exists monthly averagative humidity values were linearly
regressed against elevation (Figure 7). One-ho $eries of relative humidity for
treeline and Bogus stations are also shown in EigurThe plot illustrates that increases
in the magnitude of relative humidity at mid elewat(treeline station) are comparable to
increases in the magnitude of relative humiditiigher elevations (Bogus station).
Since a comparable relationship exists for houaltadetween two sites at varying
elevation, and a linear relationship exists for thipndata between those sites it is

determined that ungauged elements lying betwean tam be linearly interpolated.
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Figure 7. Relative humidity versus elevation fortie months of January , February, and March 2000
showing the linear relationship.
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Relative Humidity (1 hour time series)
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Figure 8. 1 hour time series of relative humidityfor treeline and bogus snotel stations. The plot
illustrates that increases in the magnitude of relive humidity at mid elevation (treeline
station) are comparable to increases in the magnite of relative humidity at higher
elevations (Bogus station).

3.2.3.5 Solar Radiation
Clear-sky solar radiation was measured at thre¢hgeatations on horizontally
mounted pyranometers. Solar radiation showee litIino variation between stations and
therefore the values observed at the treelineostatere distributed to all elements in the
DCEW. In the UEB model albedo is calculated agretion of snow surface age and

solar illumination angle following Dickinson, Henden-Sellers, and Kennedy, 1993.
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3.3 Site Variables

Each 250,000 frarea (element) was merged with a 30 m USGS DEMaaadhge
slopes, aspects, and elevations were calculateshfdr. This analysis was performed in
ArcView GIS using the spatial analyst extensiomede data were compiled into 141
individual files that served as the site varialillesfin the UEB model (discussed in
Section 3.2.1. Forest cover fraction was deterthirem a Landsat-derived
vegetation/canopy-cover map (Redmond, et al., 198#nospheric pressure was
linearly interpolated as function of elevation, gnd heat flux was assumed to be
negligible, and the albedo extinction depth remaiaethe default value of 0.1m as used
in the Reynolds Creek Experimental Watershed stiedgribed in Tarboton and Luce,
1996. Due to the overall topographic trend ofwa@ershed many south trending sub-
drainages with accompanied west and east-faciqpgslorhen averaged resulted in a
south-facing slope. Because there is significamibye incoming solar radiation
absorbed by the snowpack on south-facing slopearthact as a result of spatial
averaging causes the UEB model to overpredicte¢heahenergy content absorbed by the
snow. This results in increased melting ratesiaadcurate depletion results. To correct
this problem, | converted the aspect grid fromrageaof 0°-360° to 0°-180°. In other
words any slope from 0° to 180° remained the saim&vany aspect from 180°to 360°
were differenced from 360° to give a complementigree aspect within the range of

0°-180°. This method works under the assumptianttie amount of average energy



30

received during the day, for example on a aspe80dis the same as the energy received

by a aspect of 270°.

3.4 Model Verification and Comparison
No calibration was performed because the snowmattatnwas only used to
estimate the amount of melt between scenes. Thoeam@nof melt is accumulated up to
the point in time when zero snow covered area $eofed by MODIS. The time series
of modeled SWE was compared to the time serieseafsored SWE at the nearby
SNOTEL site (Bogus Basin weather station) for maagification. Furthermore, the

modeled melt was compared to the DCEW hydrographdditional verification.

3.4.1 SNOTEL Site
The UEB model was ran at the point correspondirtgedocation of the
SNOTEL site at Bogus Basin Resort. This site iside of the DCEW drainage, but was

used to verify the reduction of SWE during the npeitiod.

3.4.2 Hydrograph

The results of the model were compared to the DCl@#ograph. Total volume
of event flow and effective input were computedesponse lags and lags to peak were

computed for 4 distinct melt events.
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Figure 9. Map of the locations of snow samples tak with federal snow sampling tubes on March
27, 2004. Density, depth, and SWE were taken at@alocation.
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3.4.3 Snow Survey

A snow survey was performed on March 27, 2004 tighintent to determine an
average value for the basin SWE at maximum accurmnlaMaximum accumulation
occurred 3 weeks prior to the snow survey so aterely, these data were used to verify
methods for estimating coefficients of variatidfigure 9 shows the locations of sample
locations.

Depth, density, and SWE measurements were takénawtederal Snow
Sampler. At each sample location 10 depth measntmvere taken in abouta 5 m
diameter circle and within the circle 3 density sw@@ments were taken. The average of

these values was taken to be the true SWE.

3.5 MODIS Imagery
MODIS or Moderate Resolution Digital Spectroradidenes aboard the EOS Terra
and EOS Agua satellites. A complete descriptionlm®afound at MODIS’s homepage at

http://modis.gsfc.nasa.gowWIODIS has a 1-day return period and has 36 sqldzainds.

MODIS images were acquired on a daily basis dutivegmonths of October 2003,
through May 2004. MODIS images used were the LékellODO02 calibrated radiances
at 500 m resolutions. Data was downloaded from BH&i8 gateway:

http://edcimswww.cr.usgs.gov/pub/imswelcomednly images that were cloud free

were used in this study.



33

3.5.1 Fractional Snow Covered Area from MODIS

Snow covered areas are easily distinguished froowdree areas because of the
spectral signature of snow. Snow has high reflexean the visible portion of the
spectrum and low reflectance in the shortwave iettgortion of the spectrum.
Therefore, Landsat’s bands 2 and 4 and MODIS’s $drahd 6 can exploit this
signature.

The method for determining fractional snow co\&C Ay was developed by
researchers at NASA/Goddard Space Flight Centéorf®ason and Appel, 2004).
Justin Huntington at Desert Research Institutegperéd the image processing and
application of this method.

SCAq (fractional snow covered area) was determinetienDCEW by using the

following universal regression approach as desdribe&salomonson and Appel, 2004:
SCA, = 006+ 1210NDS 5)

The NDSI is an intensity of reflectance’s that gigelnformation about the area within a
MODIS pixel that is covered by snow. NDSI is ind#Xhe snowcover and therefore an
estimate of the SCAis made. Enhanced Landsat Thematic Mapper-PIUSI{ was
used for groundtruthing. The universal equatioovels a result of the linear regression
between groundtruth SGAas determined from Landsat imagery, and NDSI as

determined from MODIS imagery. The NDSI equati®@as follows:

_ band4 —band6
band4 + band6 ©)

NDS
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where band4 and band6 are the at observed atitgateflectance’s. MODIS reflectance
pixels were clipped to the boundary of the DCEW BlSI was determined for each
element. NDSI pixel values were then applied ®uhiversal equation to determine

daily SCAy for each pixel for the study period.

3.6 Depletion Curve

Depletion curves were established for the entistrbas well as higher elevation,
intermediate elevation, and lower elevation zowdswing the procedure described in
Section 1.4. Similarity exists between the depteturves of individual elements in
three unique zones. Generally, higher, intermediat lower elevation elements were
independently unique and therefore subdivided. dlaeation band between 6025’ and
6800’ corresponds to the higher elevation zoneb44025’ to the intermediate
elevation zone, and 3700'- 4475’ to the lower el@razone. Depletion curves were also
established for individual elements correspondmngreas where snow survey data was

recorded.

3.7 Coefficients of Variation
Coefficients of variation were estimated for thsibhadepletion curve, lower,
intermediate, and upper elevation depletion curvidse cumulative distribution function
of the log-normal distribution was visually fittéol each depletion curve on a trial-error

basis by the choice of the coefficient of variatidrhe mean remains at one and standard
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deviation is equal to the coefficient of variatioBecause the x-axis of the depletion
curves are expressed as ratio of the SWE to thénmiax SWE observed then the
cumulative distribution function of the log-norndistribution can be directly fitted.
The method for estimating coefficients of variativas tested/verified by
comparing element depletion curves to snow sunatg.dA depletion curve was
established for each element that had snow suraiyfdllowing the method described

above. From the snow survey data a CV was catmliiateach of these elements by the

following:
oV = Standall\r/l deZ:viation -
OR
ny x*- (Z x|
oV = n(n-1)

D X (8)
n

where n is the number of samples, and x is the Emh§WE. Figure 10 shows the
location of the snow samples (red dots) and coorsdipg element numbers. Element

numbers 3, 10, 15, 16, and 17 were used.
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10

Figure 10. Map of higher elevation elements wherensw survey was performed on March 27th, 2004.
The elements are labeled by their corresponding IBumber and delineated by each 500 fn
box. Snow Survey data was used to calculate coeféints of variation and compare them to
estimated CV's from element depletion curves.
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4 RESULTS AND DISCUSSION

4.1 Model Verification
The UEB model performed well in predicting the aoclation and reduction of
snow water equivalent values when compared to medstalues at Bogus Snotel Site.

The time series of modeled SWE (solid line) andsuead SWE (dashed line) are shown

Bogus Basin Snotel SWE (m)

0.6

0.5 P A
— - —- measured M '\/‘N‘“\
modeled

0.4

0.3

0.2

0.1

\

0.0 ‘
09/06/03 11/15/03 01/24/04 04/03/04 06/12/04 08/21/04

Figure 11. Time series of modeled SWE (solid linehd measured SWE (dashed line) at the Bogus
Basin Snotel Site. The peak SWE value of 0.58 wast well simulated but the melt dynamics
are well captured thus verifying the method of usig modeled accumulated melt to derive the
depletion curve.
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in Figure 11. The model did not accurately simeithie measured peak SWE value of
0.58 m compared to modeled peak SWE value of 0. 4ubperformed exceptional at
predicting the change in SWE between scenes. sligigests that the melt dynamics are
well simulated and therefore verify the approachisihg UEB to estimate the

accumulated melt used in deriving a depletion curve

4.2 Element depletion curves
The time series of SGfand SWE,q are used to develop each depletion curve.
Figure 12 shows the results of a typical time seri®imilar to the computation in
equation 2, these data are used to develop thespmmding depletion curve for that
particular element. The elements are then summedtbe entire basin to produce the

basin depletion curve (Section 4.4).
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Figure 12. Time series of SCAaf (top) and SWEmd @itom) of a typical model element. These data
are used to derive a depletion curve. The elemersse summed over the entire basin to
produce the basin depletion curve.
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Those elements located at lower elevations accumatmsiderably less snow
than those at higher elevations and the rate athwdnow depletes at lower elevations is
much greater than that at higher elevations. Iddal element depletion curves are
therefore summarized by three zones of which siitylaxists within those zones; high
elevation depletion curves (1836-2072m), intermiedédevation depletion curves (1364-
1835m) and lower elevation depletion curves (11283m). Curves are shown in s 13,
14, and 15. The date at which maximum SWE ocaurthe 141 elements varies
between January 29, 2004 and March 11, 2004. Gkynahe more total snow that is
accumulated (high elevation zones) the later ir tihat maximum SWE occurs for those
elements and the less snow that is accumulatedglievation zones) the earlier in time
that maximum SWE occurs. This generalization @slitative and serves as the basis for
displaying the more than 7,000 data summarizedthmae zones.

The general shape of each depletion curve yielgsnration about the spatial and
temporal distribution of snow across the DCEW. hdigelevation curves (Figure 13) are
typically sigmoidal in shape where decreases in S\Wobserved but fractional snow
cover remains somewhat constant at the onset af rAslthe snow continues to melt
decreases in fractional snow cover are observedernd at an increased rate. Molotch,
Panter, Collee, others, (2001) showed similar sdodthe Tokopah Basin, Sierra
Nevadas. They attribute this to the depletionnaivs primarily in the vertical direction
followed by decreases in the horizontal directidimere is no evidence that would
suggest that snow preferentially depletes in eitihewertical or horizontal direction,

however, | believe these results indicate thahfgher elevations there is some critical
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depth, below which fractional snow cover area esdbminate variable. The snowpack
in these elements are reduced up to 30% beforduatien in SCA is observed. This is
attributed to patchy snowcover due to redistributiy wind such that there are shallow
and deep areas of accumulation. This is confirbnefield observations of drifting along
the leeward slope and scouring occurring alongerihgs.

Intermediate elevation curves (Figure 14) show tihete is an immediate
decrease in SCA and an immediate decrease in SWE ahset of melt. The slope of
the curve shows that the rate at which SWE is @sang is greater than the rate at which
SCA is decreasing. This implies that fractionawsrcover influences the distribution of
snow but that the reduction of snow is dominatetheySWE variable. Lower elevation
depletion (Figure 15) curves are nearly a strdigbtindicating that SCA and SWE are
depleting at proportional rates. At the onset eftrthere is an immediate decrease in
SCA followed by a rapid melt event where nearly 80Rthe SWE is melted. It is likely
that the snowpack has a bimodal distribution whemnge areas are covered by a thin
layer of snow, and the remaining areas are mowdiimal and deeper. The initial melt
uncovers the thin areas, thus dramatically deangeSCA without significantly changing
SWE. This event is then followed by the melt af thore localized deeper snow thus
SCA and SWE decrease proportionally. Becauseeofatiye gaps in data any curve fit to
the data points may have considerable inaccurlflrye discussion follows in the

coefficients of variation Section (4.4).
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Higher Elevation Depletion Curve

0.9 -

0.8 A ®

0.7 o

0.6 ® ®

0.5

SCA4
°

0.3 A

0.2

0.1

Wa/Wam ax

Figure 13. Depletion curve for higher elevation €ments (1836-2072m ). At the onset of melt ther® i
very little change in the SCA. As melt progresseSCA decreases at a greater rate than SWE
indicating that there is some critical depth belowwhich SCA is the dominate variable.
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Figure 14. Depletion curve for the intermediate eleation elements (1364-1835m). At the onset of
melt there is an immediate decrease in SCA and SWESWE decreases more rapidly than
SCA does over the duration of melt and suggests th8CA is not a limiting variable in

qguantifying the depletion of snow for intermediateelevations.
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Lower Elevation Depletion Curve
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Figure 15. Depletion curve for lower elevation elments (1127-1363m). At the onset of melt there is
an immediate decrease in SWE and an immediate de@se in SCA. This is followed by an
extreme melt event where SWE decreases rapidly byearly 80%. The lack of data within
this area results in significant inaccuracy in a deved depletion curve equation or estimated
CV.

4.3 SWE and SCA distribution
Well after snow has completely melted at lower at@ns, upper elevations
continued to accumulate snow. As UEB output andCM®satellite imagery suggests,
SWE and SCA are distributed differentially acrdes DCEW. These data are displayed
in the following three map view illustrations (Figs 16 through 21). The SWE values
shown are only for visual display of the spatiainegeneity and do not represent
physically real water equivalence values. Sineentielt is calculated by the incremental

change in modeled SWE these data are not usediditeestablish the depletion curve.
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Three dates were chosen to display these reselsugry 22 where 30% of the
elements have reached max accumulation, Mafoltere 56% of the elements have
reached maximum accumulation and subsequentlyttiee 44% have already been
melting for nearly 20 days, and April i Where only elements at higher elevations have
snow. In general, higher elevation, north facilogpes have higher associated SWE

values while lower elevation, south facing slopagenlower SWE values.
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SWE (m) February 22, 2004
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Figure 16. SWE distribution on February 22, 2004.Higher elevation, north facing elements have
higher SWE values during accumulation early in theseason. SWE values are displayed by a
gray color ramp ranging from from 0 m to 0.722 m Obeing white, and 0.722 being black.
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SWE (m) March 7, 2004
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Figure 17. SWE distribution at basin average maximmam accumulation (March 7, 2004). SWE values
are displayed by a gray color ramp ranging from fran 0 m to 0.722 m 0 being white, and
0.722 being black. At max accumulation elements lmev 1310m in elevation have zero snow,
while higher elevation, north facing elements haveonsiderable snow.
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SWE (m) April 17, 2004
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Figure 18. SWE values are displayed by a gray caleamp ranging from from O m to 0.722 m O
being white, and 0.722 being black. All elementxept those at higher elevation, north
facing slopes have zero snow.
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Fractional SCA February 22, 2004
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Figure 19. SCA values are displayed by a gray caloamp ranging from from 0 m to 1, O being
white, and 1 being black. Snow cover is 100% forearly all of the higher elevation elements.
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Fractional SCA March 7, 2004
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Figure 20. SCA values are displayed by a gray colaamp ranging from from 0 m to 1, O being white,
and 1 being black. Elements at lower elevations arsnow-free while elements at higher
elevations and in close proximity to the main charel are between 70 and 100% snow
covered.
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Fractional SCA April 17, 2004
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Figure 21. SCA values are displayed by a gray colsamp ranging from from 0 m to 1, O being white,
and 1 being black. Elements below 1600m in elevati are snow free while all other
elevations are between 0.01 and 0.37 snow covered.
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4.4 Basin Depletion Curve
The time series data of accumulated melt and &maatisnow cover are plotted
against one another to produce the Dry Creek depletirve shown in Figure 22. This

curve is produced for the snowmelt event occurrregween March®2004 and May 2,

Basin Depletion Curve
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Figure 22. Basin depletion curve. A cubic equatiowas fit to the data with an Rvalue of 0.939

2004. A cubic equation was fit to the data of fibren:

3 2
SCA, = 2.57[\/\/\/\/a j —3.17(\/\/\/\/a j +1.4{\N\Na j (9)
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All of the MODIS elements were determined to haeezSCA by May 2, 2004
however; around May"dto May 12" the basin did receive some additional precipitatio
in the form of snow. During this event the higbvation elements were 100% snow
covered but the modeled SWE contribution was mihand therefore skews the results
to the SCA axis of the depletion curve. Furthemmdine energy content in the ground
after the complete disappearance of snow at loleeagons was such that any new snow
quickly melted soon after contact with the groumdnfutes to less than 48 hours). Since
| am interested in how the reduction of SCA afféhtsreduction of SWE and elements
that received additional snow had already been gremfor many days these points are
therefore treated as outliers or excursions wheividg an equation that best fits the

data.

4.5 Estimates of Coefficient of Variation

Coefficients of variation are best fit and therefamost reliable for the intermediate
depletion curve. This suggests that snow varigtsin be parameterized with the CV
within this elevation band. CV’s fit to the highglevation and lower elevation depletion
curves appear to not accurately depict the spaaidérn of snow reduction and therefore
cannot be parameterized with just the CV aloneis lE1most apparent at the onset of
melt where data points from the estimated CV dewaeatest from depletion curve data
points. The CV fit to the basin depletion curveslmot accurately depict the spatial
pattern of snow reduction but may provide usefudrieydrologic modeling at the

catchment-scale.
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The coefficient of variation for the higher elewatidepletion curve is estimated at
1.0. Figure 23 shows the visually fit CV (X’s)ttee depletion curve plot (circles). The
CV for the higher elevation depletion curve is liwest of all the estimated CV'’s for the
3 elevation zones. The lower CV suggests thavani@bility in the snowpack is also
low. At the onset of melt there is similarity imetaccumulated melt depth spatially with

very little change in the area that is coveredioms

CV Fit to Higher Elevation Depletion Curve
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Figure 23. Plot of higher elevation depletion curve and visudy fit coefficient of variation of 1.0. The
lower CV indicates snow variability is low.

The coefficient of variation for the intermediatewation depletion curve is
estimated at 1.2. Figure 24 shows the visuallZ¥it(X's) to the depletion curve plot

(circles). The higher CV indicates that the valtigbin snow cover is also higher.
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CV Fit to Intermediate Elevation Depletion Curve
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Figure 24. Plot of intermediate elevation depletiorurve and visually fit coefficient of variation of
1.2. The lower CV indicates snow variability is la.

The coefficient of variation for the lower elevatidepletion curve is estimated at
1.8. Figure 25 shows the visually fit CV (X’s)ttee depletion curve plot (circles). The
fit is poor at the onset of melt but converges taitthe end of melt. At these elevations
the majority of the landtype exists as either bdened or sagebrush, the aspect is mostly
northwest facing or southeast facing, and liesiwighnarrow, steep portion of the

drainage. This area receives very little precttain the form of snow and at the onset



56

of melt the area is only partially snow coverehud the estimated CV is high when
compared to the intermediate and higher elevateptedion curves. The implication

here is that snow has a bimodal distribution wiileege are thin layers of snow covering
a large area and the remaining area is either wnedwor covered with deeper drifts. The
lack of data however, prohibits the use of thenestied CV, as there could easily more

variability that is not captured by the curve.
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Figure 25. Plot of the lower elevation depletion awe and visually fit coefficient of variation of 18.
The higher CV indicates higher snow variability.

The coefficient of variation for the basin depbeticurve is estimated at 1.5.

Figure 26 shows the visually fit CV (X’s) to thepletion curve plot (circles).
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Figure 26. Plot of the basin depletion curve and #hvisually fit coefficient of variation of 1.5.

4.6 Coefficients of Variations and Snow Survey

The calculated coefficients of variation for elense8, 10, and 17 are 0.35, 0.33,
and 0.39 respectively. A visually fit CV to thepiietion curve of each element is 0.35.
Figure 27 shows the depletion curve of each elenagat the cumulative distribution
function of the lognormal distribution with a CV 0f35. Visually, the calculated CV
from spatially sampled SWE values within each elatnea good fit to the CV estimated
from the depletion curve with the exception of kingher SCA; and higher WW amax
values. At the onset of melt the curve indicabed there is a stready increase in the

fractional snow cover while the water equivaleritiea are decreasing. This is
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physically impossible and suggests that eitherexasts in the snowmelt model or in the
satellite imagery. Since the model is verifiedite Bogus Basin Snotel site with
reasonable accuracy, it is likely that the unré&alshape in the depletion curve can be
attributed to the methods used in calculating SCA preliminary investigation was
performed on the viewing angles of MODIS sateBitenes. It was determined that
increased viewing angles corresponded to decreadedlated SC4. The satellite, at

the nadir view angle (0°) will see more of the spagk and yield higher SGAhan

when the satellite is off-nadir (1°-55°). This bow effect is addressed in Kurt P.

CV Verification
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Figure 27. Plot of depletion curves for elements 30, and 17. Calculated coefficients of variation
from snow survey data within each element are 0.35,33, and 0.39 respectively. Estimated
CV from the shapes of the depletions curves is 0.3bhe rise in SCA; at the onset of melt is
attributed to the bow-tie effect and possible fordsocclusion.
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Gunther, Stefan W. Maier, Gerhard Gesell, (2002)e increase in SCRAwith
decreasing WW.maxis therefore attributed to this effect. This effis most apparent on
steep slopes with a high forest cover and coindigégrrain of this type exists at the
higher elevation elements in the DCEW.

The calculated coefficients of variation for elenseb5 and 16 are 0.53 and 0.58
respectively. An estimated CV based on the deplaturves of each element is 0.6
(Figure 28). These results do not absolutely yehis method for parameterizing snow
variability, but do provide some insight into ottiactors affecting the shape of the

depletion curve.
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Figure 28. Plot of depletion curves for elements 1&nd 16. Calculated coefficients of variation from
snow survey data within each element are 0.53 andS8 respectively. Estimated CV from
the shapes of the depletions curves is 0.6. Thises not absolutely verify the method of
parameterizing snow variability on the CV as estim#ed from the depletion curv
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4.7 Hydrograph Comparison

There are 4 distinct melt events that occurretthénbasin between February 13,
2004 and May 2, 2004. These events are notedebsafiid increase in accumulated melt
or change in modeled snow water equivalence. tBeofl events correlate well with
spikes observed on the hydrograph. Event 1 cavrelspto the rapid increase in melt
between February ¥3and February 19 event 2 corresponds to February®ia
February 18, event 3 has two parts, the entire event from Kaftto March 28, and a
sub event between March™@nd March 28, and event 4 corresponds to Marcli' &1
April 14" As seen from the hydrograph (Figure 29) betwher28' and 38 of
February there is an increase in flow from>%s#cond to about 6.5 fsecond. Although
the basin has partial snow coverage at higher etemsaat this time the flow has no
correlation to snowmelt and corresponds to a regmeoccurring mainly at lower
elevations. It is after this event that the snasaegins to accumulate to substantial
SWE values. Hydrograph response variables aegllist Table 2. Event 1 is the first

major melt

Table 2. Table of the hydrograph response variabke

Event1 |[Event2 |[Event3 |Sub Event 3 [Event 4
Response Lag (days) 3 3 1 4 4
Lag to Peak (days) 5 4 17 6 7

event in the basin and occurs only at the loweratiens. Higher elevations continued to
accumulate snow through this time interval. Thepomse lag is 3 days and the lag to
peak is 5 days. Event 2 did not contribute sigatiiitly to streamflow. There is a small

increase in flow of about 1cfs with a responsedb8 days and a lag to peak of 4 days.
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During this time the lower elevation elements #rat close in proximity to the gauging
station are free of snow. During melt event Zimtediate elevation elements that are
farther upslope of the drainage outlet are theirog this melt. Because the hillslopes
have not yet received sufficient recharge theyhgdraulically disconnected from the
stream. Once the hillslope is connected thera isnmediate stream response to
snowmelt beginning with event 3. Event 3 is thestmoajor melt event occurring in the
basin and in turn contributes the most to streamfldhe melt occurring during the peak
of event 3 (dotted oval in Figure 29) is consideaiesiib-event with a response lag of 4
days and a lag to peak of 6 days. Event 4 iscanteit event with a response lag of 4
days and lag to peak of 6 days. Event 4 is unigaeat melt continues to occur while
the hydrograph drops along the recessional limis iE probably due to the way the
remaining snow is distributed in the basin. Altleé snowmelt is constrained to locally
limited drifts and the uncovered hillslopes conérta drain without further input. Thus,
the flow through the hillslope to the stream, wigjeverned by darcys law is limited by
the capacity to transmit fluid through its porousdium from a minimal number of point
locations in the basin.

The general trend of the hydrograph responsehlasas that the lags are
increasing through the melt period during each sssige melt event. This suggests that
the source or entry point of melt water from thewgpack is farther away from the
drainage outlet. This is consistent with field @lstions of the locations of the

remaining snowpack throughout the basin.
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The total volume of water as event flow (with H&se subtracted) is 2,809,362
m® and the total volume of water as input (snownislf),541,875 rth The difference of
about 300,000 fircan be attributed to rain and rain on snow eviratisare not simulated.
The results however, demonstrate that the measunedf is of the same order of
magnitude as the modeled snowmelt available foofftand thus provide a qualitative

evaluation of the model.
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Figure 29. Time series of the Dry Creek Hydrograprand modeled melt. 4 melt events are noted and
hydrograph response variables are calculated. Theesponse lags and lags to peak are
increasing through the melt period during each suassive melt event. This suggests that the
source or entry point of melt water from the snowpak is farther away from the drainage
outlet. The total volume of event flow is 2,809,26m® and the total volume of water as input
(snowmelt) is 2,541,875 f These results verify the model and provide songuantitative
assessment of snowmelt and subsequent streamflow.
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5 EXAMPLE APPLICATION
The results of this research are intended to be insleydrologic models to aid in
the prediction of snowmelt generated streamflom ekample of such an application is
given below.

Snowmelt-Runoff Model (SRM) uses modified snawer depletion curves
(MDC's) that relate fractional snow cover to snovitndepth. The basis of this approach
is that patterns of disappearing snow cover ardaityear after year and that associated
snowmelt depths can be predicted based on tha&rpatThe results presented here
suggest that once the depletion curves have beahblisked the functional form can be
used during successive years to predict melt omtfiftom the snowpack. The melt
outflow can then be routed through the hillslopd ehannel network within SRM. This
type of depletion curve may substitute entirelytfee MDC'’s used in SRM or may serve
as a calibration in which to drive the model. Daivery of snowmelt to the stream from
lower elevations is therefore related to the dempbeturve established for those particular

elevations and not the depletion curve establisbethe entire basin.
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6 CONCLUSIONS

Repeat measurements of remotely sensed SCA combitied distributed mass
and energy balance model improve methods for eskétd) a graphical representation of
the depletion of snow in the DCEW. Therefore thpldtion of snow in the DCEW can
be characterized with the derived depletion cuiSaow variability decreases with
increasing elevation as suggested by estimated. CNtsvever, estimated CV’s are not
necessarily a good representation of the subgridhitity of snow at the scale of 500°m
and suggest that there is scale dependence. ffeeedce in the estimated CV’s at the
modeled scale (500%nversus the measured scale (sub 560suggests that the
variability in snow cover is not captured. Howewée off-nadir effects on calculated
SCAy; skew the estimated CV at the measurement scale=(@3 - 0.6) to lower values
than those CV's estimated at the model scale (QY. =Therefore, it is possible that

there is much smaller scale dependence than isstegh
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The UEB model was developed by David G. Tarbotah@harles H. Luce

through a cooperative agreement between Utah \Rateearch Laboratory, Utah State
University, and USDA Forest Service, Intermount@asearch Station, 1996. These two
state variables are updated according to

du/dt = QitQi-Qiet Qo Qut Qi Qe-Qn (10)

dW/dt = P+P-M-E (11)
where Qis net solar radiation; (@& incoming longwave radiation;«¥ outgoing
longwave radiation; s advected heat from precipitationsiQground heat flux; s
the sensible heat flux;(3 the latent heat flux; £s heat advected with melt waterj
the rate of precipitation as rainsi$the rate of precipitation as snow;isthe melt rate;
and E is the sublimation rate. The model is dribginputs of air temperature,
precipitation, wind speed, humidity, and radiatadriime steps sufficient to resolve the
diurnal cycle (hourly or six hourly), (Tarboton ahdce, 1996). Melt outflow is a
function of liquid fraction which is essentiallyegtaverage snowpack temperature
calculated from the energy content. The model phgsically based calculations of
radiative, sensible, latent, and advective heah@xges. See Tarboton and Luce, 1996
for a technical description and user guide.
Shortwave Radiation and Albedo

Net shortwave radiation is calculated as:
Qy =Qs - A) (12)
where A is albedo an@y incident shortwave radiation measured by a hotabyn

mounted pyranometer. If measured shortwave radiasi not available it can be
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estimated from the diurnal temperature range faligvBristow and Campbell, 1984.
Incident shortwave (solar) radiation is calculabgd

. HR

Qs =Qn, HRI,

(13)

where HRIis a multiplication factor adjusted by the integsthe solar illumination

angle as follows:

HRI = L jtwcos(a)dt
- cosp) * At (14)

and HR} is the multiplication factor (HRI) evaluated ataeatope. 0 is the local slope
derived from a DEM ang is the illumination angle. This integral is evated using the
concept of equivalent slope (e.g. Riley, Chadwic#t Bagley, 1966; or Dingman, 1994)
to account for the dependence of the position ®ftim on season, latitude and time of
day and adjust for slope and aspect. Incidenttslaoe radiation calculated in this way
effectively adjusts horizontally measured radiatiom sloping surface.

Albedo is calculated as a function of snow suriage and solar illumination
angle following Dickinson et al., 1993, p21. Snage is adjusted with each time step
according to snow surface temperature and new silowAlbedo is computed by taking
the average of the visible (< Qui) and near infrared (> Opfn) reflectances. Slope
and illumination angle are used to adjust calcatetifrom a horizontal reference.

Diffuse reflectances are computed by:

avd = (1_ C:v * I:age)alvo (15)
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aird = (1_ Cir * |:age)a'ilro (16)

whereao,q andoq are diffuse reflectances in the visible and nefiared bands

respectively. eis a function that adjusts snow surface age bylsitimg grain size

growth as a function of time and vapor diffusid@, = 0.2 and ¢=0.5 are parameters
that quantify grain size growth, ang,= 0.85 and, = 0.65 are fresh snow reflectances

in each band. f5eis given by:

I:age - a7)

wheret is a snow surface age coefficient that is evaludedach time step by:

r+r, +1r;
—T * At (18)

(0]

AT =

At is the time step in seconds with= 106 s. 1is a parameter that changes as a function

of snow surface temperature, [TK], and represents grain growth due to vapaiugibn.

r, =exp 500 1 1 (29)
27316) T,

r, is a parameter that accounts for freezing and fne@zing conditions common during

melt and refreeze events:

r, = min(rllo ,1) (20)
r; is a parameter that accounts for the effect afastid soot = 0.03 (0.01 in Antarctica).
The snow surface is restored when 0.01 m of snbwgfaccumulated over the time step

(t = 0). When snowfall, & 0.01 m snow surface age is reduced by (1- J00Fhe
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reflectance of radiation with illumination angle(measured relative to the surface

normal) is computed as

av = avd + O4f (lﬂ)(l_ avd) (22)
a, =a;, + 04t (Y)1-a,,) 22)
where
_1 b+1 _
W)= EL+ 2b* cosy) 1} forcosy) <05 #3)
= 0 otherwise

where b = 2 set by Dickinson et al., 1993, p21s(60) = 0.5, and illumination angles
greater than 60° are computed to increase thectaflees. When the snowpack is less

than 0.1 m albedo is interpolated between the saibado A and bare ground albedg/A
by:
A=r* Ay +A-1)A (24)

and
7 -z
r= (1 - —hj exp?" (25)

Longwave Radiation

Outgoing longwave radiation is

Qle = gs * U* Ts (26)
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where€gis emissivity,o the Stefan Boltzmann constant [2.07 x 10-7 kJ m-2 tK-4]

and Ts is absolute temperature [K]. Incoming longwawdiaion is estimated using the

Stefan-Boltzmann equation:
— ¢ K g%
Qli - ga g Ta (27)
where €y)is air emissivity and (in kelvin) is air temperature. Emissivity for atesky

conditions is calculated following Satterlund, 1979

T

a

e 20167
E.as =108 1—expg —| 2
acls 100 [

(28)

To adjust for cloud cover fraction (CF) the followiis computed following Bristow and
Campbell, 1984:
T
CF _1_; (29)

where the transmission factor;(1s computed by :

Q
T =—=M
" IL,*HRI, (30)

where HR} is found from equation 5. Then air emissivitg@culated by:

&, =CF + (1-CF )& (31)
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Snow fall accumulation and heat with precipitation
Measured precipitation rate P, is partitioned matio R, and snow B (both in
terms of water equivalence depth) using the follmyiule based on air temperaturg T

(U.S. Army Corps of Engineers, 1956)

Pr=P T,2T, =3C (32)

pr=pla"le T, <T, <T, (33)
Tr _Tb

P =0 T,<T,+-1°C (34)

R=(P-R)F (35)

where precipitation accumulates as rain if the emrafure of air is greater or equal to
3°C. Precipitation accumulates as snow if théesiperature is less than or equal to -
1°C.

The redistribution of snow is accounted for in thedel through a snow drift
factor, F, where values greater than 1 correspomgposition sinks and values less than
1 correspond to locations of wind scour. In thigdgtthe drift factor was calibrated based
on the date at which snow covered area goes to Zére developers of the model
adjusted this factor on a basis of visual obseswatiThis approach treats drifting as
occurring at snowfall rather after snowfall, andréfore assumes that the snowmelt

model correctly accounts for all other processedt(raublimation, condensation, etc.)
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affecting the accumulation and ablation of snowewatjuivalence (Tarboton and Luce
1996).
The energy required to convert precipitation to @ @e advected heat,

computed by:

Q,=R*C.,*p,* min(T,,0) + P, [hf * p, +C,0,* max(T, ,O)J (36)

Turbulent fluxes, @ Q., E

Sensible and latent heat fluxes between the sndiacguand air above are
modeled using the concept of flux proportionaldmperature and vapor pressure
gradients (Tarboton and Luce, 1996). Turbulentdiemncoefficients vary as a function of
windspeed and surface roughness. Heat transpaatds the surface,{QkJ/m2/hr] is
given by:

Q= Kh*pa*Cp(Ta -T) (37)
wherep, is air density, gair specific heat capacity [1.005 kJ kg-1 oC-1{,iKheat

conductance [m/hr] andsTs the snow surface temperaturgjsithe air temperature.

Vapor transport away from the surface (sublimatidb) [kg/hr] is:
M, =K.* 0,(0s — Q) (38)
where qis the surface specific humidity and e vapor conductance [m/hr].

From Anderson, 1976; Male and Gray, 1981; Brutsd®&2 the following expression is

obtained:
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k?>*V

]

Kh = Ke = Knuetral =

(39)

where V is wind speed [m/hr] at height z [m{;ig roughness height at which the
logarithmic boundary layer profile predicts zerdoogty [m]; and k is von Karman'’s
constant [0.4] (Tarboton and Luce, 1996). The Ridba@an number or Monin-Obukhov

length is used to account for the effects of terafpee gradients near the surface by:

i
T)dz _9(T,-T))z

(dV)z VZ*Ta (40)
dz

R:

Heat and vapor conductancesadfd K, and are adjusted following (Price and Dunne,

1976):
Kag = M R >0, Stable or inversion conditions (41)
(L+10* R)
Kag = M R <0, Unstable or lapse conditions (42)
(L-10*R)

Latent heat flux towards the snow is:
Q. =h,*M, (43)

and specific humidity, vapor pressure and the idaallaw are used to obtain:

Q. = K{%ﬁzzj(ea -e(T,)) (44)
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where gis the vapor pressure at the snow surface snauped saturated at, and
calculated using a polynomial approximation (Low@77); ea is air vapor pressurg,if®
the dry gas constant [287 J kg-1 K-1] andHe latent heat of sublimation [2834 kJ/kg]
(Tarboton and Luce, 1996).

The water equivalence depth of sublimation is:

Q.,
Pu* N, (49)

Snow Surface Temperature, T

E=-

An equilibrium approach that balances energy fliatethe snow surface is used
to account for differences in temperatures of theergpack and at the snow/air interface.

Heat conduction into the snow is calculated by:

K*p,*C (T, -T)

Q= >

=K * ps* C (T, = T) (46)

e

wherexk is snow thermal diffusivity [fhr-1] and Z [m] an effective depth over which
this thermal gradient acts. The ratiZ. is denoted by Kand termed snow surface
conductance, analogous to the heat and vapor ctartgc A value of Kis obtained by

assuming a depthe2qual to the depth of penetration of a diurnal terafure fluctuation

calculated from:

R 47)
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following Rosenberg, 1974, wherg R the range of temperature oscillation at the
surface, Ris the range of temperature oscillation at dep# s the period of oscillation,
anda is the thermal diffusivity. &should be chosen so tha#/Rsis small. Here Kis
used as a tuning parameter, with this calculatseduo define a reasonable range

(Tarboton and Luce, 1996). The surface energy balgives:
Q :an +Qli +Qh(Ts)+Qe(Ts) +Qp +Qle(Ts) (48)
Meltwater Outflux, Mand Q,

The energy content variable U determines the ligomtent of the snowpack. As

coupled with Darcy’s law determines the outflonerat

M, =K *S"° (49)
where Ka:is the snow saturated hydraulic conductivity andsShe relative saturation in
excess of water retained by capillary forces. Bxigression is based on Male and Gray
(1981, p. 400, eqn 9.45). S* is given by:
S* = (liquid water volume - capillary retention)f(ge volume - capillary retention)=

Lf
1-L, °

(50)
(pw_pw_ Lcj
ps pi
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where L= U/(p,hsW) is the proportion of the snowpack that is liquig[0.05] the
capillary retention as a fraction of the solid matvater equivalence, armithe density

of ice [917 kg m-3] (Tarboton and Luce, 1996). Tielt outflow is then:

Qm:pw*hf*Mr (51)

8.1 Model Parameters
The following are a list of model parameters usedampute the energy budget
calculations in UEB;
1. T, Temperature above which all precipitation is 1@&rC).
2. Ts Temperature below which all precipitation is snetv°C).
3. T, Temperature of freezing (0 °C).
4. TK Constant to convert °C to Kelvin (273.15).
5. &s emissivity of snow (nominally 0.99).
6. o Stefan boltzman constant (2.0747e-7 kJ/m2/hr/K).
7. h Heat of fusion (333.5 kJ/Kkg).
8. h, Heat of Vaporization (Ice to Vapor, 2834 kJ/KkQ).
9. Gy Water Heat Capacity (4.18 kJ/kg/C).
10. G Ice heat capacity (2.09 kJ/kg/C).
11. G Ground heat capacity (nominally 2.09 kJ/kg/C).
12. G, Air Heat Capacity (1.005 kJ/kg/K).

13. Ry Ideal Gas constant for dry air (287 J/kg/K).



14. k Von Karman's constant (0.4).

15. z Nominal measurement height for air tempeeasund humidity (2 m).

16. z Surface aerodynamic roughness (m).

17. HFF Factor to convert hours into seconds (3600)
18. pi Density of Ice (917 kg/m3).

19. pw Density of Water (1000 kg/m3).

20. ps Snow Density (nominally 450 kg/m3).

21.pq Soil Density (nominally 1700 kg/m3).

22. L Liquid holding capacity of snow (0.05).

23. Ksar Snow Saturated hydraulic conductivity (20 m/hr).
24. D.Thermally active depth of soil (0.4 m).

25. Ks Snow Surface thermal conductance (m/hr).

26. g Gravitational acceleration (9.81 m/s2).

27. Ang Bare ground albedo (0.25).

28.ay,New snow visible band reflectance (0.85).

29. a;, New snow near infrared band reflectance (0.65).

30. Rap Stability correction control parameter (0).
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